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1 Introduction

The Standard Model of particle physics, elaborated in the 1960s, describes all known elemen-
tary particles and their interactions with great precision. It states the existence of fermions,
spin 1/2 particles, which form the known matter. The interactions among the fermions are
mediated by bosons, spin one particles. The Standard Model predicted the existence of sev-
eral particles and all of them were experimentally observed until the turn of the century,
except for one: the Higgs boson.

The Standard Model symmetry, depicted in Quantum Field Theory (QFT), does not allow
for mass terms for both bosons and fermions. The masses are constructed in the Standard
Model by a spontaneous symmetry breaking via a scalar field: the Higgs field. This Higgs
mechanism! predicts aspects of the Standard Model, e.g. the relation between the masses
of the W and the Z bosons. In addition, the Higgs mechanism postulates the existence of a
new boson, the Higgs boson with spin zero. The direct search for the Higgs boson, however,
one of the largest scientific ventures of the last decades, is not yet completed.

In 2009 a new particle accelerator started its operation: the Large Hadron Collider (LHC).
The LHC is a circular proton-proton collider with a design centre-of-mass energy of /s =
14 TeV. In 2011 and 2012 it was operated at /s = 7TeV and /s = 8 TeV, respectively. The
protons are collided at several points of the ring where four detectors are located. Two of
them, the ATLAS and the CMS detectors, are multi-purpose detectors that are designed for
the search for new particles.

The operation of the LHC in 2011 and 2012, about 50 years after the postulation of
the Higgs mechanism, made the discovery of a new boson with a mass of about 126 GeV
possible. This boson is consistent with the Higgs boson predicted in the Standard Model.
However, this observation was made mainly in the decay channels H — v, H — ZZ* — [lll
and H - WW?* — [viv. These channels provide a very clean signature in the detector,
due to photons or leptons in the final state. Therefore, they can be well separated from
the backgrounds. Other channels, such as H — bb and H — 77, mainly produce jets
in the detector, which cannot be distinguished very well from the overwhelming hadronic
background. Nonetheless, these two channels are very important since they probe the decay
of the Higgs boson to fermions, while the three former channels only provide evidence for the
decay to other bosons

The H — bb decay mode has the largest branching fraction for a Higgs boson with a mass
of 126 GeV. Therefore, it is particulary important to constrain the coupling of the Higgs
boson to Standard Model particles.

The search for the process H — bb is possible in a specific production mode of the Higgs
boson: the associated production with a vector boson. The decay products of the vector boson
allow for a better background rejection and for triggering of the events, especially if they are
leptons. Therefore, this process delivers a higher sensitivity than other production modes,
although it occurs less frequently. This thesis concentrates on the associated production
with a W boson that decays into an electron and the corresponding neutrino: WH — evbb.

!The mechanism of spontaneous symmetry breaking in field theories was independently published by Ander-
son, Brout, Englert, Guralnik, Hagen, Higgs, Kibble and 't Hooft.
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However, even with the presence of the electron the background is still very large compared
to the expected signal.

The standard approach to reduce the backgrounds is a simple selection using specific vari-
ables for the extraction of the signal, which is e.g. used in a published result of the ATLAS
collaboration in Ref. [1]. However, such a cut-based analysis is barely capable of reaching the
sensitivity for a discovery of a Standard Model Higgs boson in H — bb based on the data
collected in 2011 and 2012 [2]. A multivariate analysis (MVA) can improve the sensitivity.
MVAs aim to optimise the selection by taking multiple variables and their correlations into
account. Several kinds of MVAs exist with different capabilities. Boosted Decision Trees
(BDTs) are used in this thesis due to their easy configuration and robust separation power.

BDTs provide a one dimensional output classifier, which is calculated from the input vari-
ables. In the output distribution the signal is separated from the backgrounds in a presumably
optimal way. For the estimation of the background normalisations and the systematic un-
certainties novel BDT-based techniques are developed. The output distributions of various
BDTs are used to calculate limits on the Higgs boson cross section by fitting the signal and
backgrounds to data. The fit uses various systematic uncertainties as nuisance parameters.
This is done for Higgs-boson masses in the mass range of 110 to 135 GeV.

The analysis presented here is based on the data collected by ATLAS in 2011 at /s =
7 GeV, using the electron channel, WH — evbb. It is not expected to exclude the existence
of a Standard Model Higgs boson in the considered mass range or even find evidence for its
existence. However, this study can be generalized to the full dataset of 2012 and to include
the muon channel. Including also the associated production with Z bosons the BDT-based
approach is expected to improve the cut-based results and might be able to deliver evidence
for H — bb.

In Chapter a brief introduction to the Standard Model (SM) is given, the phenomenologies
of proton-proton collisions and Higgs boson decays are discussed and recent results in the
searches for the Higgs boson are presented. The ATLAS experiment is described in Chapter
and the reconstruction of physical objects in Chapter 4l A basic event selection is presented
in Chapter [5f The most important reducible background, the t¢ background, is investigated
in Chapter [6] The Boosted Decision Trees are presented in Chapter In Chapter [§] the
background normalisations are estimated. And finally, in Chapter [J] systematic uncertainties
are discussed, limits on the Higgs boson cross sections are calculated and compared to cut-
based results.



2 Theoretical background

2.1 The Standard Model

The Standard Model (SM) of particle physics is a description of the elementary particles and
their interactions. It was developed in the 1960s and 1970s and proved very successful in
explaining the results of existing experiments and predicting the outcome of later ones. The
most important predictions that were experimentally confirmed are the existence of the W=+
and Z bosons, later found at CERN, as well as the top-quark, later found at the Tevatron'.

The Standard Model postulates the existence of elementary particles that form the known
matter, the fermions, which can be classified into leptons and quarks. Their interactions are
described by gauge fields mediated by the exchange of bosons. With these ingredients the
model is able to depict three of the four known forces: the electromagnetic, the weak and the
strong force. Only the gravitational force is not included.

The theoretical description is given by quantum field theory, where the key assumption is an
invariance under local phase transformations, also called “gauge” invariance. An underlying
symmetry of SU(3) x SU(2) x U(1) is found and will be motivated in the following. The
description follows to a large extend the textbooks of Refs. [3-5].

2.1.1 Elementary particles

Fermions Fermions are particles with spin 1/2. Experiments show, that they exist in three
generations (flavour). The generations differ only by the particle masses, increasing steeply
from the first to third generation. A summary of all known fermions is given in Table
Listed is the classification in the three generations, in quarks and leptons and their
electromagnetic charge.

All ordinary matter consists only of the first generation particles: up- and down-quarks,
forming protons and neutrons, and the electron. The other fermions can occur in high energy
processes, e.g. in cosmic rays or in collider experiments, such as the LHC.

!Proton-antiproton collider at Fermilab, operating 1987-2011

15¢ generation | 2°¢ generation | 3¢ generation ‘ charge [e]
quarks | up u | charm ¢ top t %
down d | strange s | bottom b — %
leptons | e-neutrino v, | p-neutrino v, | T-neutrino v, 0
electron e | muon pno | tau T -1

Table 2.1: The fermions divided into quarks and leptons and the three generations with their
electric charge. For each particle exists an anti-particle with opposite charge.
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interaction boson ‘ charge |e] ‘ mass [GeV]
electromagnetic | photon ~y 0 0
strong gluon g 0 0
weak W= boson +1 80.4

Z boson 0 91.2

Table 2.2: The bosons with their electric charge and mass.

Bosons The interactions of fermions are mediated by bosons, which are integer spin parti-
cles. The vector bosons with spin 1 are shown in Table They consist of

e the well-known photon (), mediator of the electromagnetic force. The photon is mass-
less and stable, therefore has an infinite range. It interacts with all particles carrying
electric charge.

e the gluons (g), carrier of the strong force. Gluons interact with coloured particles, the
quarks and the gluons themselves, as described in the next Section. They exist in 8
different coloured states. Also gluons are massless, but since QCD forbids the existence
of unbound coloured particles the strong interaction is short-ranged.

e the W* and Z bosons, mediators of the weak force, which will be introduced in the
next Section. They are massive particles, therefore the weak force has only a small
range. They interact with all particles carrying weak charge.

The masses of the particles are generated by the Higgs mechanism. It predicts the only
elementary spin 0 particle, the Higgs boson. It is the only particle of the Standard Model
that has not been experimentally detected, but current observations at the LHC yield strong
indications for its existence, see Section All quarks and charged leptons are massive,
but neutrinos are assumed to be massless in the following. This agrees with direct mass
measurements to a very good level, but it should be mentioned, that neutrino oscillations are
observed. These are indications for neutrinos having small, but non-zero masses [6].

2.1.2 Fundamental interactions

The Standard Model consists of several theories describing the dynamics of the elementary
particles. Historically, the first part is the Quantum Electro Dynamics (QED). The strong
force is described by the Quantum Chromo Dynamics (QCD) and the weak force is uni-
fied with QED in the Electroweak (EW) model [7-9], also called GSW model named after
Glashow, Salam and Weinberg.

Quantum Electro Dynamics QED is mathematically described by a Lagrangian density
L (simply Lagrangian in the following), derived using symmetry arguments, especially the
invariance under local phase transformations. A free fermion (spin %) is described by the
Lagrangian

L = iy — m, (2.1)
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where 1) is the Dirac spinor of the fermion field, ¥ = 11~ is the adjoint, 4* are the Dirac
gamma matrices and J, = % are the partial derivatives. The Dirac equation,

(19" 8, —m)y =0, (2.2)

is the corresponding equation of motion. The Lagrangian is requested to be invariant under
local phase transformations of the form

Y(a) = (@) = *Dy(a), (2.3)

where the local phase is given by «(z), depending on space and time. These transformations
form the abelian unitary group U(1), since e?*(*) can be written as a 1 x 1-matrix U with
U'U = 1. One finds that the first term of the Lagrangian is not invariant under this
transformation, since

b — ' = @0 + i @pd,alx) (2.4)
The invariance is established by introducing an additional field A, transforming as
Ay, — A=A+ éaﬂa(l‘), (2.5)
and replacing d,, with the covariant derivative D,:
D, =0, —ieA,. (2.6)
One can show that
Dyt — D' = ¢*®ID (2.7)
holds and the Lagrangian becomes
L = ipy"Dyp — map)
= Y(i7"0 — m)Y + ey A, (2.8)

Thus it was necessary to introduce the gauge field A, to preserve local phase invariance.
This field couples to the fermion field with the coupling constant e. By introducing a kinetic
term, using the field strength tensor F),, = 0,4, — 0, A,, the gauge field A, is identified as
the physical photon field and the Lagrangian of QED is complete:

e s . 1 v
Laup = i7" 000 — Mt + ey A, — {Fu . (2.9)

The individual terms are the kinetic energy and mass of the fermion, the coupling between
fermion and photon fields and the kinetic energy of the photon. The local phase invariance
forbids the introduction of a mass term in the form %mQAMA“ for the photon field. Hence this
formalism requests the photon to be massless, which is in agreement with all experiments.

Quantum-Chromo Dynamics QCD describes the interaction of quarks and gluons. Quarks
are fermions too, but an additional degree of freedom is introduced: the colour charge, which
exists in the states red (r), green (g) and blue (b). Therefore the simple Dirac spinors are
replaced by vectors of three spinors denoting the quarks:

Py
=11y (2.10)
(o



6 2 THEORETICAL BACKGROUND

generation quantum numbers

15t ond 3rd I I3 Y Qe

u c t SRR R T
quarks

d’ s b 1 _1 1 _1

I I I 2 2 3 3

UR CR tp 0 0 % %

d R SR b R 0 0 — % — %

Ve Yy Vr % % -1 0
leptons ) )

1 _1 -1 —
/L HJ L ) 2 2
ep KR TR 0 0 -2 -1

Table 2.3: The fermions in the electroweak model with their quantum numbers.

Together with the eight gauge fields GJ;, a = 1, ..., 8, the gluons, the Lagrangian of QCD is
derived:

T - . A 1 v
Lqcp = iy 0 — mpyp — gs <¢7“2a¢> Gl = GG’ (2.11)
It is invariant under transformations of the non-abelian unitary group SU(3). Here g5 de-
notes the strong coupling constant, A\, are the eight Gell-Mann-matrices and GY,,, is the field

strength tensor, written as

GZV = 8MG$ - aVGZ - gfachZGlcz- (212)
The structure constants fu. fulfill [%“, %} =1 fabc%. The last term of the field strength

tensor is due to the SU(3) being non-abelian and does not have an equivalent in QED.
It enables the gluons to interact with themselves. As for QED the local phase invariance
requests the force carriers, here gluons, to be massless.

Electroweak model All fermions are subject to the weak force, manifested e.g. in nuclear
B-decays. The interaction is carried out by exchange of W* bosons, what is called charged
current interaction, and the Z boson, called neutral current interaction. While the exchange
of the W¥ bosons changes the flavour of quarks, there are no flavour-changing neutral currents
(FCNC) observed at tree level.

Experiments show, that the charged weak current only couples to left-handed fermions.
Therefore these are assigned to SU(2) 1, doublets with isospin I3 = i%, while the right-handed
fermions are described by U(1)y singlets with I = 0. The hypercharge Y is introduced, which
is related to the electric charge via Q) = I3 + % (see below). An overview of the fermions and
their quantum numbers is given in Table The weak eigenstates of the quarks, denoted
by d’, s’ and b, are a mixture of the mass eigenstates. The mixing is described by the CKM
mechanism [10].

The left-handed isospin doublets yr and right-handed singlets ¥r are transformed as

XL(fU) _ X,L(x) _ eiaa(m)Taeiﬁ(w)YXL’ (2'13)
Ur(z) = Pp(r) = 7 pp (2.14)
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and form a SU(2)r x U(1)y symmetry. Here a(z) and B(x) are the local phases, 7, with
a =1,2,3 are the generators of SU(2);, and Y is the weak hypercharge operator, generating
U(1)y. The covariant derivative is given by

Y
Dy = 8 +igWji o +ig'Buy (2.15)
where ¢ is the coupling constant of the SU(2) 1, gauge fields W and ¢ is the coupling constant
of the U(1)y gauge field B,,. The resulting electroweak Lagrangian is
1
4

where a summation over the three isospin doublets and six singlets is done (index 7). The
field tensors are given by

Lrw = iXp" Dy, + iy Dty — T Wi, Wi — < By B, (2.16)

W}(LII/ = 8,UW5 - 81/W;j - g6ach£Wf (217)
B, = 0,8, — 0,By,, (2.18)
where the completely antisymmetric tensor 4. denotes the structure constants of SU(2),
while the structure constant of U(1) is zero. This enables the W fields to interact with

themselves, while the B, field only couples to fermions.
The physical fields are given by linear combinations of W) and B,

1

wf:¢§mhnmb (2.19)
Zy, = cos Oy WS — siny B, (2.20)
A, =sin QWWj’ + cosOw B, (2.21)

where the weak mixing angle 0y is introduced. It relates the coupling constants via cos Oy =
g/ g+ g% and sin Oy = ¢'/+/g? + ¢’2. By rewriting the Lagrangian in terms of the physical
fields and comparing the A, components to the photon field of QED (Eq. one obtaines
the relations

e = gsin Oy = ¢’ cos Oy (2.22)
Y
and Q=1+ 3. (2.23)

As for QED and QCD the local phase invariance forbids the introduction of mass terms for
the bosons. In addition mass terms of the form —ma)1 for the fermions are forbidden in the
EW sector. This is in conflict with experiments, where the Z and W* bosons are found to
be massive, see Table

2.1.3 Spontaneous symmetry breaking

In the electroweak model the local phase invariance requests the fermions and bosons to be
massless particles. However, experiments show that the vector bosons W+ and Z° are massive
with large masses, as shown in Table This contradiction can be solved by a spontaneous
symmetry breaking, introduced by the Higgs mechanism [11-13]. The scalar Higgs field ®,
a weak isospin doublet containing complex scalar fields with hypercharge ¥ = 1 and its
potential V(®) are postulated as

(ot 1 (¢ +id
o ()= L (a5 van
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Vig)

Re ¢

Im¢

Figure 2.1: [llustration of the Higgs potential in the complex plane [14]. The potential has
a minimum at ¢ # 0, causing the spontaneous symmetry breaking as described in the text.

The Lagrangian
Litiggs = (D,®) (DMD) — 12010 — A(@10)? (2.25)
is invariant und SU(2)r, x U(1)y phase transformations. The potential, parametrised as
V() = 12010 + A(@1D)2, (2.26)

has for u? < 0 and A > 0 a local minimum at ® # 0. This is illustrated for a single complex
scalar field ¢ in Fig. One point of the local minimum,

By = —— (0) , (2.27)

v

is chosen as ground state, where v = \/—p? /X depicts the vacuum expectation value. Since
v > 0, the symmetry of the group is spontaneously broken. The field is now parametrised as

emea(x)/v
Pa) = (U +(;l(x)> , (2.28)

where 6,(x) (a = 1,2,3) and h(z) are real fields. The corresponding particle to the h(z) field
is called Higgs boson and has spin 0. The exponential containing the 6, fields (Goldstone
bosons) is eliminated in the Lagrangian due to the local phase invariance and does not have
a physical meaning.

Substituting this parametrization in the Lagrangian the term

C Tarera - 1Y
’(ngWu + zg'2BM> d

1 \? 11 1 \?
== Wiwk 4+ ———— (= Z,Z" 4+ 0A, A" 2.29
<2vg> K * 2 cos? Oy <21)g> w04 (2:29)
is found, where the notation |...|> = (...)(...) was used and the physical bosons occur in the
final expression. The obtained terms can be identified as mass terms of the physical vector
bosons and the relations

1 mw
mw = Svg, mz = o and m~y =0 (2.30)
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for the boson masses are found. Thus, a strong prediction for the relation between My and
Mz was found, which was experimentally verified by the experiments at the LEP collider [15].
Further, a mass term for the Higgs boson can be found, which leads to My = /—2u2. This
contains the free parameter u and does not have predictive power.

In a similar way, one can generate fermion masses, using their coupling to the Higgs boson
(Yukawa coupling). This is described by an additional SU(2), x U(1)y invariant component
to the Lagrangian,

Lyuawa = —GIL, @, — GIQ, dodl, — GIT, deud, + hc., (2.31)

where fiL (@L) are the lepton (quark) isospin doublets, lg% (dz%, uf%) are the lepton (down-
Jup-type quark) singlets and the Higgs field is the parametrised as

bo(z) = \/g <” +£L($)> . (2.32)

In summary the Lagrangian of the Standard Model is composed as:

Lsm = »CQCD + LEw + EHiggs + Lyukawa- (233)

This Lagrangian is invariant under local phase transformations of the SU(3)¢ x SU(2)r X
U(1)y symmetry group. The Higgs boson interacts with all massive weakly-interacting par-
ticles including itself. As can be seen from ([2.30)) and derived from the coupling of the
bosons and fermions to the Higgs is proportional to their mass.

2.2 Phenomenology of proton-proton collisions

The predictions of the Standard Model (and models beyond that) can be tested with scatter-
ing experiments such as the ATLAS experiment, located at the Large Hadron Collider (LHC),
which is a proton-proton collider. The advantage of using protons instead of electrons, the
most common elementary particle used in collider experiments, is the higher mass of the
proton. This enables the collider to reach higher centre of mass energies. However, protons
have a substructure which has to be modeled, since the Standard Model only describes the
interaction of elementary particles.

To describe a scatter process its cross section, o, has to be defined. It is a measure for the
frequency of occurence of such a process, also called event. From the experimental point of
view the cross section is defined as

(2.34)

o=—,
L
where R = dN/dt is the rate of events and L is the instantanious luminosity. The commonly
used unit of o is 1 barn = 1b = 10728 m?. Using the integrated luminosity, Lin; = J L£dt, and
the total number of events, IV, the cross section can be rewritten as

N N

The luminosity depends on the parameters of the particle accelerator. For a circular
accelerator with a rotation frequency f, and two colliding beams with n; bunches of particles
each, the luminosity can be written as

ny N1 N2

=R (2.36)



10 2 THEORETICAL BACKGROUND

‘\‘A1_2 T TTTTTIT T T IIIIIII T IIIIIII| T T IIIIII- ?1_2- T T TTITT .‘I T IIIIIII TT IIIIIII T IIIIIIl
<4 1 @ ]
X Q?=10Gev?{ X | Q? = 10* GeV?
S 1 Lol - _
x 1 % 1
g/10 1
0.8 . 0.8 -
0.6 . 0.6f —
0.4 . 0.4F -
0.2 . 0.2f .
0 1 IIIIIII| 11 IIIIIII | ||I|- 0- L1 IIIIII| L1 IIIIIII 11 Lratil 1”7
10" 10 102 107" 1 10" 10° 102 10™ 1

x
x

Figure 2.2: Parton distribution functions for Q> = 10 GeV (left) and Q*> = 10* GeV
(right) calculated at NNLO [16]. Shown are the function for the valence quarks, sea quarks
and gluons inside the proton. The widths of the bands represent the uncertainty.

where A is the transverse area of the beam and Nj 2 are the numbers of particles inside each
bunch of beam 1 and 2, respectively. Assuming Ni = Ny = N, and a Gaussian shape of the
beam with widths o, and o, in the transverse plane the luminosity becomes

2
npr

Amoyoy

L= (2.37)

If the total cross section for inelastic processes, ginel, 1S known, the luminosity can be
determined as

[ — Rinel _ /J/nbfr7 (238)

Oinel Oinel

where p is the average number of interactions per bunch crossing.
From Eq. the number of events for a defined process can be predicted:

N= J/Edt. (2.39)

Therefore a theoretical computation of the cross section is needed. This is provided by
the Standard Model of elementary particles. Protons are composite particles, consisting of
valence quarks (uud), sea quarks of any flavour and gluons. This structure is described by
Parton Distribution Functions (PDFs). These experimentally determined PDFs, f, (z;, Q?),
give the probability to find a parton ¢; with a momentum fraction z; of the total proton
momentum in a collision with a momentum transfer Q2.

The PDFs measured at a specific Q% can be transfered to a different Q2 by using the
DGLAP equations [17-19]. In Fig. the PDFs for Q? = 10GeV and Q? = 10% GeV are
shown. One can see that for high « the up and down valence quarks of the proton dominate,
while for low z the gluons dominate and the sea quarks have similar contributions as the
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proton - (anti)proton cross sections
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Figure 2.3: Predicted cross sections (left axis) and expected number of events for L =
1033 em2s71 (right axis) for various processes occuring in proton-(anti)proton collisions as
function of \/s [20]. The dotted lines represent the /s of the Tevatron (1.96 GeV) and the
LHC (7GeV for 2010/2011 and 14 GeV design energy) and a dotted line for 10 GeV is shown
for comparison.

valence quarks. With rising @? the fraction of sea quarks and gluons rises in comparison to
the valence quarks.

The total cross section for the process pp — Y is calculated by integrating the PDF's
multiplied with the partonic cross section, &, and summing over all parton combinations
leading to the final state Y:

o(pp—Y) = Z/dxida:iji (2i, Q%) fy; (25,Q%) 6(qig; — Y), (2.40)
i

where the partons are denoted by ¢. The partonic cross section can be written as

. [ M
a/ 7O, (2.41)

where M is the matrix element for the transition from initial to final state, F' is the particle
flow and d@ is the phase space factor of the given kinematics. The probability amplitude is
given by |M|?. The matrix element M can be calculated using the Lagrangian densities and
pertubation theory. For the strong force the hadronic cross section can be written as a power
expansion series of the strong coupling constant a:

~

6 =0 (14 cros + 20l + ... + cpal)) (2.42)
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Figure 2.4: Feynman diagrams of the most important production modes of the Higgs boson
at the LHC' [2]]. The process with the highest cross section is the gluon fusion (a), followed
by the vector boson fusion (b), the associated production with a vector boson (c) and the top
quark fusion (d).

where oy denotes the leading order. The cross sections for electroweak processes can be
expressed the same way in orders of the electroweak coupling constant. The numerical calcu-
lation of such a series can only take a limited number of orders into account, which is denoted
by LO (leading order), NLO (next-to leading oder), NNLO (next-to next-to leading order)
and so on.

In Fig. various predicted cross sections are shown. One can see that processes like W
and Z boson production have cross sections that are several orders of magnitude below the
total inelastic cross section of oyt &~ 70 mb. The process of interest in this thesis, the Higgs
boson production, is again several order below that with ogiges ~ 15pb for mpy = 120 GeV
and /s = 7TeV. Therefore less than one event out of one billion is expected to contain a
Higgs boson, making its detection a great challenge.

The remaining partons of the protons that did not take part in the hard scattering are
not in a stable compound anymore. They hadronise and cause additional objects in the
detector and are called underlying event. The fragmentation of the partons is described
by fragmentation functions. These functions cannot be calculated by pertubation theory,
but have to be modeled based on experimental results. Common models are the cluster
fragmentation [21] and the string fragmentation [22].

An additional effect, making the measurements at the LHC even harder, is called pile-up.
Pile-up is caused by the fact, that each bunch contains a large number of protons and that
the total cross section for hard scattering is very high. Therefore up to 20 proton-proton
interactions occourred in a single bunch crossing in 2011 [23].

In conclusion the phenomenology of proton-proton collisions is far more complex than
for elementary particles. All the discussed effects have to be modeled by the Monte Carlo
simulation, which is used to compare the expectation to the data. Since this modeling is not
perfect, several corrections have to be applied, which will be discussed in Sections [4] and

2.3 Phenomenology of the Higgs Boson

Production modes The production of the Higgs boson at the LHC can be classified into
several modes. The four most important, depicted in Fig. are discussed here. The modes
differ in their cross sections, which are shown in Fig. [2.5] and their phenomenology.

The dominant mode is the gluon fusion. Its cross section is over 10 times higher than the
next important mode. This is due to the large fraction of gluons inside the protons [16]. Two
gluons fuse through a quark loop to a Higgs boson. Since the coupling of the Higgs boson is
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Figure 2.5: Left plot: cross sections for the wvarious Higgs boson production modes at
Vs =TGeV as function of my [25]. pp — H denotes the gluon fusion, pp — qqH the vector
boson fusion, pp — WH and pp — ZH the associated production and pp — ttH the top
quark fusion. Right plot: branching ratios of the Higgs boson decay as function of mpg [25].

proportional to the mass, a top-quark loop is preferred.

The vector boson fusion is the next important production mode. Here, two W or Z
bosons are radiated by two quarks inside the protons and fuse to a Higgs boson. The two
quarks produce jets inside the detector in opposite directions along the beam. These can be
reconstructed and used to reject backgrounds.

The production in association with a vector boson has an even smaller cross section. Here,
two quarks fuse to a W or Z boson, which radiates the Higgs boson. The vector boson
can decay into leptons. These constitute additional objects in the detector, which can be
reconstructed with high efficiencies. This allows for a very good background suppression.

The final production mode is the top quark fusion. The decays of the top quarks produce
various objects in the detector, therefore this production mode is the most complex one
regarding the reconstruction.

Branching-ratios The branching ratios of the Higgs boson decay are dictated by the masses
of the decay products, since the coupling of the Higgs boson is proportional to these masses.
The branching ratios are shown in Fig. as function of the Higgs boson mass, mpy.

For mpy < 135 GeV the decay H — bb is preferred, since the b-quarks are the heaviest ele-
mentary particles that are kinematically accessible. Pairs of heavier decay products, namely
W and Z boson and top-quark pairs, are suppressed, since they are in summary heavier than
the Higgs boson itself.

For mpy > 135 GeV the process H — W W™ has the largest branching ratio. The production
of virtual vector bosons is allowed due to their intrinsic width.

Even though the decay to two b-quarks is preffered in the low mass region, this channel is
not the most sensitive one. The decays into vector bosons produce cleaner signatures in the
detector and therefore can be better extracted from the backgrounds.

The mass resolution in the various decay channels differ greatly. The best resolution is
reached with a few GeV in H — ~vv and H — ZZ* — llll, since the energies of the photons
and leptons can be measured well and the invariant mass can be fully recontructed. The
processes H — bb has a worse resolution due to larger uncertainties on the reconstructed
jets caused by the b-quarks. Decay channels that contain neutrinos in the final state, e.g.
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Figure 2.6: FExclusion limits on the Standard Model Higgs boson from LEP, Tevatron. In
the left plot the exclusion from LEP up to 114.4 GeV is shown in yellow and the curve denotes
the Ax? = x%2—x2,., from the fit using loop corrections [27]. The right plot shows the 95 % CL
exclusion limit on the Higgs boson cross section from the Tevatron. The ranges below 113 GeV
and from 147 GeV to 180 GeV are excluded. An excess is visible around 130 GeV [28].

H — WW* — [vlv, do not allow for a complete reconstruction of the mass and therefore
have even less resultion.

2.4 Current knowledge of the Higgs boson

In the Standard Model the Higgs boson mass is a free parameter and has to be measured
experimentally. Only weak limits on the mass exist from perturbative unification theories,
which state a lower limit of about 100 GeV and an upper limit of a few hundred GeV [26].
In this range the LHC is expected to either exclude the existence of the Higgs boson or find
evidence for it.

Before the operation of the LHC the mass of the Higgs boson was already constrained
by the experiments that were located at the LEP collider. The Higgs mass was excluded
for mp < 114.4 GeV at a 95 % confidence level by direct searches [15]. Additionally, it was
possible to restrain the mass by the results of electroweak precision measurements. The
theoretical predictions for these results involve loop corrections, which are sensitive to the
Higgs boson mass. A fit was performed and the resulting x? as function of my is shown in
Fig. One can see, that low masses just above the excluded range of the LEP experiments
are preferred.

Also the Tevatron was able to restrain the Higgs boson mass by direct searches. It excludes
the ranges below 113 GeV and from 147 GeV to 180 GeV, as shown in Fig. Also a small
excess was found around 130 GeV, which is mainly driven by H — bb [28].

In 2011 and 2012 the LHC delivered a large amount of data, which made it possible to
constrain the mass of the Higgs boson to a very narrow region around 126 GeV, as shown in
Fig. The mass was not only constrained, but also an excess in the limits on the Standard
Model Higgs boson cross section of over 50 is observed [29, 30].

This excess is driven by three channels, H — vy, H — ZZ* — llll and H - WW* — lvlv,
which are the most sensitive ones. The H — bb channel, which is investigated in this thesis,
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Figure 2.7: Most recent exclusion limits on the Standard Model Higgs boson cross section
from the ATLAS and CMS experiments. The left plots shows the limits in the mass range
from 100 to 600 GeV from ATLAS [29] and the right plot shows the limits in the low-mass
region from CMS [30]. Both experiments are excluding the range from 110 to several hundred
GeV with exception of a narrow region around 126 GeV. There, a large excess is visible, which
corresponds to a significance of over 5o [29, 30].
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Figure 2.8: Most recent 95 % CL exclusion limits on the Standard Model Higgs boson cross
section from the ATLAS experiment in various channels [29]. The channels that contribute
to the observed excess are the ones with the highest sensitivity: H — vy, H — ZZ* — [lll
and H — WW* — lvlv. The channel H — bb, which is investigated in this thesis, is shown
i green and has a lower sensitivity.

does not contribute to these limits. It has a lower sensitivity and no excess is visible, as shown
in Fig. observed limits for H — bb agree with the expected limits of the background-only
hypothesis. The expected limit for the Higgs boson cross section with my = 126 GeV is
about four times the Standard Model expectation.

The observed excess in the combined channels is assessed as the observation of a new boson.
But it is not yet clear, if it is a Standard Model Higgs boson. Since the decay of the boson to
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two photons is observed, spin one is excluded. But for the Higgs boson it still has to be shown
that the spin is zero. Additionally, as long as the discovery is not confirmed in H — bb and
other channels it is not possible to conclude that the observed boson couples to all massive
particles, which is required for the Higgs boson.

In case the new boson is in fact a Standard Model Higgs boson the determination of its
total decay width will rely essentially on the H — bb channel, since the branching ratio of
H — bb for my = 126 GeV is the largest one with about 55 %, as shown in Fig.

This thesis presents a multivariate analysis of the H — bb channel, which increases the
sensitivity with respect to the cut-based approach, and may help to find evidence in this
channel.



3 The ATLAS experiment

The ATLAS! Experiment is a multi-purpose detector operating at the Large Hadron Collider
(LHC), located at CERN near Geneva, Switzerland. Its main goal is the detection of yet
undiscovered particles, such as the Higgs boson and particles predicted in physics models
beyond the Standard Model. The following description of the experiment is based on Refs.
[31,32].

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a circular collider, mainly used for proton-proton colli-
sions. It was built inside a tunnel with 27 km circumference and about 100 m below ground-
level, fomerly housing the Large Electron-Positron Collider (LEP). It was planned in the
1990s and installed after the shutdown of the LEP in the year 2000. The LHC is able to ac-
celerate Protons and heavy ions in two beams running in opposite directions. The beams are
bent by dipole magnets, generating fields up to 8.3T. These magnets are super-conducting
and cooled down to 1.9 K by liquid helium. A maximum beam energy of 3.5 TeV for Protons
was reached in 2011, thus a maximum centre-of-mass energy of /s = 7TeV. In 2012 the
centre-of-mass energy was increased to /s = 8 TeV and the design energy of /s = 14 TeV is
planned to be reached in 2014.

Protons are fed into the LHC with an energy of 450 GeV, pre-accelerated by a chain of
linear and circular accelerators. The beams are brought to collision at linear sections of
the tunnel, where the experiments are located. These are the LHCb?, ALICE? and the two
multi-purpose detectors CMS* and ATLAS. The latter is described in more detail in the
following.

3.2 The ATLAS detector

The ATLAS detector is a multi-purpose detector, aiming at the discovery of new particles,
such as the Higgs boson and physics beyond the Standard Model in proton-proton collisions.
Its cylindrical 47-design with high density of detection material up to low scattering angles
allows for near-complete reconstruction of hard scattering processes.

The common coordinate system used for measurements is centered in the beam crossing,
with the z-axis along the beam, the y-axis pointing upwards and the x-axis pointing towards
the center of the LHC ring. The azimuthal angle ¢ is measured in the z-y-plane and the
polar angle 6 is the angle to the z-axis. A commonly used variable, the pseudo-rapidity 7, is
defined as n = — In(tan(0/2)).

The detector consists of several sub-detectors: the inner detector with a coverage of |n| <
2.5, the calorimeters with || < 4.9 and the muon system with || < 2.7, see Fig. [3.1] The

LA Toroidal LHC AperatuS
2Large Hadron Collider beauty
3A Large Ion Collider Experiment
4Compact Muon Solenoid
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Figure 3.1: Schematic view of the ATLAS detector [32]. The visible components are the
muon system, the toroidal and solenoid magnets, the calorimeters and the inner detector.

ATLAS detector has a multi-stage triggering system to cope with the high interaction rates
occuring at the LHC. The sub-systems are described in more detail in the following.

3.2.1 Inner detector

The inner detector consists of pixel detectors, semiconductor trackers (SCTs) and transition
radiation trackers (TRTs), see Fig.|3.2] The pixel detector allows precise track measurements
of charged particles close to the interaction point. This enables reliable reconstruction of
primary interaction and secondary vertices. Together with the surrounding tracking detector
and a solenoid, generating a magnetic field of 2T, the track momenta can be determined.

Pixel detector The pixel detector is the closest detector to the interaction point, the in-
nermost layer being located at R = 50.5mm. It has layers cylindrically ordered around the
beam in the central range (barrel) and others radially in the end-caps. Particles typically
pass three of these layers. The pixels have a minimum size of R-¢ x z = 50 x 400 um? and a
total of 80 million read-out channels is reached. The track resolution reached is about 10 ym
in the R-¢-plane and about 115 um along z (barrel) or along R (end-caps) [32].

Semiconductor tracker The SCT surrounds the pixel detector. It consist of four layers of
silicon strip detector modules in the barrel and nine layers in the end-caps. Particles typically
pass four of these layers. The modules in the barrel have two layers of silicon that are sightly
rotated against each other to allow for the determination of the position along the strips.
The resolution is about 17 um in the R-¢-plane and about 580 um along z (barrel) and along
R (end-caps) [32].
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' End-cap semiconductor tracker

Figure 3.2: Sketch of the inner detector with its pizel detectors, SCT and TRT [32].

Transition radiation tracker The TRT surrounds the SCT and is the outermost part of
the inner detector. It consists of gas-filled drift-tubes along the z-axis (144 cm long) and
radial in the end-caps (37 cm long). In the barrel it provides only a position measurement
in the R-¢-plane with a resolution of about 130 yum. The TRT provides on average 36 coor-
dinate measurements over the radial distance from 55cm to 108 cm [32]. By having a larger
radius than the other trackers it improves significantly the resolution of the momentum mea-
surement. In addition it provides potential for particle identification, since the transition
radiation is proportional to v = E/mc? [33]. This is especially important for electrons, since
they are by far the lightest stable charged particles and therefore emit the most transition
radiation.

Since the components of the inner detector are very close to the interaction point, they have
to cope with high radiation, which damages the detector material. To reduce this damage
the pixel detector and the SCT are cooled down to about —7°C, while the TRT operates at
room temperature. At the design luminosity of the LHC a total of about 85 kW of heat has
to be removed from the inner detector, which is done with an elaborate cooling system [32].

3.2.2 Calorimeters

The calorimeter system of the ATLAS detector consists of an electromagnetic (|n| < 3.2)
and a hadronic calorimeter (|n| < 4.9), covering the full ¢-range, see Fig. [3.3l Both are
sampling calorimeters, which means they use layers of active detector material and absorber
material. Their main purpose is the determination of particle energies. The calorimeters are
non-compensating, meaning they have a different response to electromagnetic showers than
to hadronic showers.



20 3 THE ATLAS EXPERIMENT

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr eleciromagnetic

LAr electromagnetic

barrel
LAr forward (FCal)

Figure 3.3: Sketch of the ATLAS calorimeters with their electromagnetic and hadronic
subcomponents [32].

Electromagnetic calorimeter The electromagnetic (EM) calorimeter is a liquid argon (LAr)
sampling calorimeter with lead absorbers. It is divided into a barrel region (|n| < 1.475)
and end-caps (EMEC, 1.375 < |n| < 3.2). The end-caps are devided into a central region
(1.375 < |n| < 2.5) with finer resolution and a forward region (2.5 < |n| < 3.2) with coarser
resolution. The calorimeter has kapton electrodes in accordion geometry, enabling a full ¢-
coverage without gaps. It has a design energy resolution of op/E = 10%/+/E(GeV)®7% [32],
using the notation a ® b = Va2 + b2.

Hadronic calorimeter Also the hadronic calorimeter has a sampling structure. In the central
region (|n| < 1.7) it is called tile calorimeter and uses scintillating tiles and steel as absorber.
The Hadronic End-Caps (HEC) at the outer region (1.5 < |n| < 3.2) use LAr detector
material and copper as absorber. The design resolution of the hadronic barrel and end-caps

is og/E = 50%/+/E(GeV) & 3% [32].

Forward calorimeter The forward calorimeter (FCal) is dedicated to the very forward region
(3.1 < |n| < 4.9) and has only three layers of absorber material, the first one is copper,
optimised for electromagnetic measurements and the other two are made of tungsten for
hadronic measurements. The design resolution of the FCal is op/E = 100 %/+/E(GeV) &
10 % [32].

3.2.3 Muon spectrometer

The muon spectrometer is the outermost subdetector system of the ATLAS experiment. It
is the largest part of the detector. Its toroidal magnet system does not only give ATLAS its
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name, but also is responsible for the distinct look of the detector, see Fig.

It is divided into three regions: barrel (|n| < 1.4), end-caps (1.6 < |n| < 2.7) and transition
region (1.4 < |n| < 1.6). It provides triggering capabilities for muons up to |n| < 2.4. Both,
barrel and end-caps have their own toroid magnet system proving the bending fields. The
magnets have air-cores and a toroidal geometry. This provides a magnetic field, which bents
charged particles orthogonal to the bending direction in the inner solenoid. The eight coils
produce a field integral of [ B dl = 1.5 to 5.5Tm in the barrel, 1.0 to 7.5 Tm in the end-
caps. For track detection monitored drift tubes are installed in the full n-range up to 2.7. For
2.0 < |n| < 2.7 cathode strip chambers provide better spatial resolution and can cope with
higher signal rates. The trigger system consists of resistive plate chambers in the barrel and
thin gap chambers in the end-caps. The muon spectrometer allows for precise measurement
of muon momenta: the nominal resolution is o, /pt = 10 % for pr = 10 GeV [32].

3.2.4 Trigger system

The design event rate provided by the LHC is about 40 MHz. This rate has to be reduced
drastically to about 200 Hz to be able to record the most important events. The decision,
which events to record, is taken by a multi-level triggering system [32].

The level-1-trigger (L.1) uses the trigger chambers of the muon system and the full calorime-
ter system with reduced granularity to search for objects with high transverse energy, e.g.
electrons, photons, muons, jets or missing transverse energy. The L1-trigger is hardware-
based and a decision is taken within 2.5 us. It reduces the event rate to 75 — 100 kHz. The
remaining events are passed to the level-2-trigger system (L2) together with 1 and ¢ infor-
mation about Regions of Interest (Rols).

The L2-trigger is software based and uses the full detector information inside the Rols and
brings the event rate down to about 3.5kHz. The event filter (EF) is the final triggering
stage, reducing the rate to about 200 Hz. It uses the full detector information and needs
about 4s for a decision. All events passing the EF are recorded for further offline analysis.
A typical event has a size of 1 to 2MB of raw data.






4 Reconstruction and identification of
physical objects

The reconstruction and identification of physical objects in ATLAS is carried out by the
software framework ATHENA [34]. It analyses the raw detector-data of all events that
passed the trigger system. Dedicated algorithms for several object types are implemented,
which will be discussed in the following.

4.1 Tracks and vertices

To identify charged particles and assign them to certain decays their tracks and vertices
have to be reconstructed in the inner detector [35]. The first step is to reconstruct three-
dimensional space points corresponding to the energy deposits of charged particles in pixel,
SCT and TRT detectors.

Track seeds are generated using three or more hits in the pixel detector and the first layer
of the SCT. These are extended to the full SCT and a first track fit is applied. Some quality
cuts are done to reject fake tracks. Then these tracks are associated to drift circles in the
TRT. At last the fit is redone using the full information of the three detector systems.

A different algorithm starts the track reconstruction from the TRT. This approach does not
need hits in the innermost detector layers and therefore has sensitivity to particles stemming
from secondary vertices distant to the primary interaction point.

After building tracks vertices can be reconstructed. For this, the tracks are extrapolated
and intersections are looked for. Fits are carried out, trying to combine the tracks into
vertices, applying certain quality criteria. The vertices that are compatible with the beam
spot are called primary vertices (PVs). Since the total interaction cross section at the LHC
is very large, one expects multiple PVs for each event, which are called pile-up. One of these
vertices is identified as signal verter, which should correspond to the hardest interaction.
This vertex is required to have the highest sum of squared transverse momenta,

Ntrack

> s (4.1)
=1

where the index ¢ runs over all outgoing tracks of the vertex.

4.2 Electrons

Electrons are light charged particles and therefore leave a track in the inner detector and
deposit most of their energy in the EM calorimeter. There are three independent algorithms
for reconstruction. Two of them use the information of the inner detector and the calorimeter,
one is dedicated to high-pt and the other to low-pr electrons. They are limited to the central
region |n| < 2.5. A third one is dedicated to forward electrons and uses only the calorimeter
information up to |n| < 4.9. In this thesis the high-pt central electrons are used as signal
and veto electrons and additionally the forward electrons are used for vetoing.

23
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Central electrons are reconstructed by starting with clusters in the second layer of the EM
calorimeter. The clusters are built by a sliding window algorithm. The window consists of
3 x 5 calorimeter cells, corresponding to about 0.025 x 0.025 in the 1 x ¢-space. For electrons
with E1 > 15 GeV the cluster reconstruction efficiency is expected to be close to 100 % [36].

Tracks from the inner detector are matched to these clusters. The criteria for the matching
are An < 0.1 and A¢ < 0.1 in the bending direction of the solenoid magnet and A¢ < 0.05
in the other direction. This accounts for bremsstrahlung, which reduces the bending radius
due to energy loss. In case multiple tracks are matched to one cluster, those with pixel and
SCT hits are preferred and the one with the closest distance to the cluster is chosen. After
this matching the clusters are rebuilt using 3 x 7 cells in the barrel and 5 x 5 cells in the
end-caps.

After the electrons are reconstructed the identification (ID) is applied to distinct them
from other physics objects, mainly jets. This is done with several quality criteria, categorised
into loose++', medium++ and tight++. All categories use information from the inner de-
tector and the calorimeters to calculate certain variables and apply cuts to them. The first
category, loose++, has the least variables and the loosest cuts, therefore has the highest ef-
ficiency, but also has the highest contamination of jets in the sample. It uses mainly shower
shape information in the middle layer of the EM calorimeter, energy deposits in the hadronic
calorimeter, as well as track information from the inner detector. The medium++ category
tightens the previous requirements and additionally asks for hits in the b-layer? and uses
particle ID information from the TRT. The last category, tight++, has the most and tightest
cuts, the least identified electrons, but the cleanest sample.

The electron ID does not look at the electron isolation. This can be done in later analyses,
using certain variables, such as the amount of energy deposits close to the electron.

4.3 Muons

Muons show a special behaviour in the detector. They are long-lived minimum ionizing parti-
cles. This means they loose only little energy passing the detector material, especially in the
calorimeters. To achieve a reliable muon identification and precise momentum measurement
a dedicated muon system (MS) was installed as the outermost part of the ATLAS detector.

There are four independent reconstruction methods implemented in ATHENA. First, for
standalone muons only hits in the MS are requested together with energy deposits in the
calorimeter. This method has the largest coverage in 7, but has drawbacks. It cannot
reconstruct low energy muons that do not reach the MS and is vulnerable to muons coming
from secondary vertices, e.g. from Pion or Kaon decays. Finally, the momentum resolution
of this approach is not optimal, since the information from the inner detector is not used.

The segment tagged muon algorithm is complementary. It reconstructs the muons by
extrapolating tracks from the inner detector to the MS. If a track matches to a track segment
in the MS it is identified as muon. The momentum measurement is done by using inner
detector information only, therefore this approach is especially suited for low momentum
muons.

The combined muons are reconstructed using the full inner detector and MS information.
First, tracks from both systems are extrapolated to the beam axis. The matching parameter
X?natch is calculated from the track parameters Tip, Tys and covariance matrices Cip and
Cuis as:

The appendix “++" refers to improvements made on the 2010 electron ID criteria.
2The innermost layer of the pixel detector.
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Xnateh = (Tms — Tip)" (Cwus + Cip) ™ (Tws — Tip) (4.2)

The track pairs with the lowest matching parameter below a certain threshold are searched
for and identified as muon. Finally, the selected track pairs are combined in one fit, that uses
the information of both detector systems.

A last algorithm identifies calorimeter tagged muons. These are tracks from the inner de-
tector that match to energy deposits in the calorimeter. All above algorithm are implemented
in two different frameworks, called STACO and MulD. In this thesis the STACO combined
muons are used.

4.4 Jets

Quarks and gluons cannot exist in unbound states, as described in Section They create
collimated hadronic showers in the detector, called Jets. Two algorithm classes for their
reconstruction are widely used: the cone- and the cluster-algorithms [37].

The cone-algorithms maximise the total energy of all objects inside a cone in 7-¢-space.
They only look at the distance of objects to group them together. These objects can be energy
deposits in the calorimeter, reconstructed tracks, truth particles and so on. The distance of
the objects are defined for each algorithm in a specific way, see below. The algorithm used
in this thesis, the anti-kp-algorithm, is of the cluster type. These use an additional stopping
criterion for grouping objects together.

The anti-kr-algorithm defines a measure of distance d;; between objects in the calorimeter
[38]7

dij =min{ L }x (ALey)” (4.3)

k2 7 k2 Rz
T, Ty

where kr, is the transverse momentum of object i and AR;; = \/(Ay;;)2 + (A¢y;)? is the
geometrical distance between objects ¢ and j with y being the rapidity. Typical values for the
parameter R are 0.4 or 0.6. The stopping criterion d;p is defined as the distance of object ¢
to the beam axis B:

dip = — (4.4)

The algorithm calculates a minimal distance d,i, in the event from the list of all objects i
and j:

dmin = min{dij, dzB} (45)

If dyin = d;p the object i is regarded as jet and is removed from the list. Otherwise (dpin =
d;j) the objects i and j are grouped together. Then dyi, is recalculated. This procedure is
repeated until all objects are defined as jets.

The anti-kr-algorithm used in this thesis has R = 0.4 and uses topological clusters as input
objects [39]. The corresponding jet collection is called AntiKt4TopoEM, where EM denotes
the calibration to the electromagnetic scale, as described in section
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e | MVl
60% | 0.905363
70% | 0.601713
75% | 0.404219
85% | 0.071423

Table 4.1: MV1 operating points for jets with pr > 15 GeV and n < 2.5. The tagging
efficiency e for b-jets is given for the cut MV1(jet) > MV1yin [41].

4.5 Flavour tagging

Several algorithms exist to identify the flavour of the hard-scattered quarks causing jets in
data and Monte Carlo simulation. They are called tagging algorithms. Especially jets caused
by b-quarks (b-jets) are of interest. They are distinct from c-jets or light jets (caused by
gluons, u-, d- or s-quarks) by the fact that b-quarks form hadrons with relatively long lifetimes
of typically 1.5ps. This is long enough for them to travel several mm from the primary
interaction before they decay and create secondary wvertices. These can be reconstructed
using the tracks from the inner detector. The pixel detector with its innermost b-layer
delivers the highest precision for tracks close to the interaction point. Also c-quarks form
hadrons with comparable, but slightly shorter lifetimes. The algorithms rely either on the
impact parameters or on reconstruction of secondary vertices.

The impact parameter dg is the minimal distance of a track to the primary vertex in the
transverse plane and zg in the longitudinal direction. A track coming from a secondary vertex
will have large impact parameters. Commonly used is the impact parameter significance,
Si = {do/0dy,20/02 }, where the impact parameters are divided by their uncertainties. The
IP3D algorithm uses a two dimensional log-likelihood ratio,

Nt'r
b(S;)
Wipsp = E In ; (4.6)
= uls)

with u(S;) and b(S;) being the probability density functions (PDFs) for light and b-jets,
respectively.

The algorithm SV1 tries to reconstruct one secondary vertex for each jet, for which it
tries to combine all tracks with impact parameters above a certain threshold. Several of the
vertex parameters are combined in a likelihood ratio, such as the invariant mass and energy
sum of all outgoing tracks. A more advanced algorithm, JetFitter, is trying to fit tracks
into secondary vertices using the decay topologies of b- and c-hadrons in the jet. It is not
relying on a single geometrical vertex and even secondary vertices with one track are can be
reconstructed [40].

Several tagging algorithms can be combined to achieve better performance. JetFitter-
CombNN uses a neural network to combine IP3D and JetFitter. MV1 finally combines
IP3D, SV1 and jetFitterCombNN into one neural network [42]. It is the most advanced
tagger and is used in this thesis. Calibrated working points exist with defined b-tagging
efficiencies at certain jet n and pr, as shown in Table In addition JetFitterCombNNc
is used, which is a variant of jetFitterCombNN. Its neural network is trained against c-jets
instead of light jets to get a higher c-rejection. The performance of the described algorithms
is compared in Fig. One can see, that MV1 has the highest rejection against light jets,
while JetFitterCombNNc has the highest rejection against c-jets.
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Figure 4.1: Light and c-jet rejection as function of the b-tagging efficiency for several
flavour tagging algorithms. The cuts on the jets are pp > 15 GeV and n < 2.5. [41]

4.6 Energy calibration

To achieve precise energy measurements of physical objects, the detector has to be calibrated.
This is done for the electromagnetic calorimeter with electron test-beams and for the hadronic
calorimeter with muon test-beams, as well as muons from cosmic rays [39]. Monte Carlo based
corrections are applied to account for energy losses in the passive material of the detector.
Additionally, collision data from 2010 is used to calibrate the energies further using known
processes for the following physical objects:

Electrons Using the well-known invariant masses of the processes Z —ete™ and J/¥ —ete™
one can show [43], that the dependence of the measured on the real energy is approximately
linear: Fipeas = (1 + ;) Freal where ¢ denotes bins of pseudo-rapidity. The parameters «o; are
determined from the two processes and used to correct the measured energies.

Another method, that does not need the invariant mass of a decaying particle, is the
comparison of the electron energy with its momentum, independently measured by the inner
detector. Since the electron is expected to deposit all its energy in the calorimeter. Therefore
the ratio E/p should be close to one, which was confirmed to the level of +£2% with an
uncertainty of 0.3 to 1.6 % [43].

The energy resolution can be determined using the invariant di-electron mass in Z —-ee.
It was found that the resolution in Monte Carlo simulations is better than in data. This is
accounted for by smearing the simulated energies with Gaussians of appropriate width.

Muons The measured muon energy can be validated by using the invariant mass of Z — uu
decays [44]. It turns out that energy scale is already very precise. But as for electrons the
simulated energy resolution is better than the measured. This is confirmed by comparing
the momenta measured in the inner detector and the muon system of combined muons in
W — uv events. This is again corrected for by smearing the simulated muon energies.
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Jets Since jets are more complex objects than leptons, their measurement is somewhat more
complicated. There are several processes that prevent the deposition of the full energy in the
calorimeter.

e Neutrinos and muons can be produced in the jet and leave the detector loosing only a
small fraction of their energy.

e Electromagnetic showers are produced by numerous pions in the hadronic shower, e.g.
via 70 — 5. These cause a different response than hadronic showers, since the

calorimeter is non-compensating.
e High energy particles from the jets can leave the calorimeter.

Due to the complexity of these effects the necessary corrections cannot be simplified to scale
factors. The calibration is done with respect to the electromagnetic scale and scale factors
are applied to obtain jet energies at the hadronic scale. The energy resolution is already
described well by Monte Carlo simulation and does not have to be corrected [45].

4.7 Lepton isolation

The isolation of reconstructed leptons is an important quantity to discriminate between lep-
tons contained in jets and those coming for example from Z- or W-decays.
Two variables can be defined, one based on the isolation in the calorimeter,

cone(RO) 7Elep + Z Ecell (47)
R<Rpo

and another one based on the track-isolation,

PP (Ro) = —pr’ + Y P, (438)
R<Ro

where E%eu and ptraCk are the energy deposits and track momenta in a cone with R < Ry

around the lepton. For isolated leptons these quantities are assumed to be lower than for
unisolated ones and cuts can be applied on them for separation.

While E{"¢ has the advantage of taking also neutral particles into account, the p$
can dlstlngulsh between tracks coming from the signal vertex and those from other vertices,
especially those from pile-up. In this thesis both isolation variables are used.

cone

4.8 Missing transverse energy

Neutrinos cannot be detected in ATLAS, since they interact only weakly and the cross sec-
tions are extremely small. They can be reconstructed however using the transverse energy
imbalance of the total event. In an ideal event the total transverse energy vectors of all parti-
cles should sum up to zero, but if the undetectable neutrinos are involved this is generally not
the case. The absolute value of this energy is called missing transverse energy E%liss or MET.
Unfortunately the z-component cannot be reconstructed, since the longitudinal momenta of
the colliding partons are a-priori unknown.
The missing transverse energy can be written in its - and y-components:

E%liSS — \/(ngcniss)Q + (E;niss)Q (4.9)
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The components are composed of the energy deposits in the calorimeter and the energy of
the reconstructed muons:

i 1
sy = ~Ealy) — Eiy (4.10)
The energy deposits in the calorimeter,
1 bj CellOut
Bl = D Bl T Baiy ™ (4.11)

obj

are composed of all the reconstructed and calibrated physical objects obj = e, =, 7, jet, u and
CellOut are calorimeter-cells not assigned to any physical object, also called soft terms. The
muon energy deposits in the calorimeter are only taken into account, if they are not isolated
(AR(jet, u) < 0.3). The energy components of each object can be calculated from the energy
deposit Ej; in cell ¢ and its angular position:

EP =" F;sin 0; cos ¢ (4.12)

7

E‘y’bj = Z E; sin 6; sin ¢; (4.13)
i

For jets the energy contributions are divided further into p]Tet > 20GeV and 7GeV< p];t <
20 GeV (soft jets), each with its own calibration.






5 Event selection

In this chapter the event selection will be discussed. This selection aims to reduce the
backgrounds, while keeping as much signal events as possible. The signal process is the
Higgs boson production associated with a W boson, where the Higgs boson decays into two
b-quarks and the W boson into an electron and an electron neutrino: WH — evbb. This
process is sketched in Fig. Its signature in the detector consists of the electron, missing
transverse energy, caused by the neutrino, and two b-jets, caused by the two b-quarks. The
events where the W bosons decay to muons or taus are not considered within this thesis.

Important backgrounds arise from other processes containing W bosons. First, there is
the irreducible background W + bb, a W boson with two additional b-quarks. It has exactly
the same final state signature as the signal, but different kinematics, since the two b-quarks
stem from a massless gluon. Furthermore, there are W bosons with additional light jets
(W +light) or c-jets (W+c and W+cc) and diboson processes (WW, WZ and ZZ). Other
processes contain one or two top-quarks, which decay to W bosons and b-quarks. These are
the single-top (Wt and single-top s- and t-channel) and top/anti-top pair (¢t) backgrounds.

The only important background containing no W boson is the multijet background. Here,
the electron is caused by a jet that is falsely identified as electron and missing energy is caused
by measurement uncertainties. This is not very likely to happen, but since the total cross
section for multijet interactions is very high, this background has to be taken into account.
Unfortunately this process is hard to model. In addition, since the selection efficiency is
very low, huge samples had to be simulated. This is circumvented by estimating the multijet
background from data, which will be discussed in Section [8.1

W+
W+

T_b

b

Figure 5.1: The signal process: a Higgs boson production in assoctation with a W boson.
The W boson decays into an electron and an electron neutrino and the Higgs boson decays
nto two b-quarks.

31
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Figure 5.2: Integrated luminosity of 2011: delivered by the LHC (green) and recorded by
the ATLAS experiment (yellow) [23].

data period | data trigger MC period | luminosity
D EF_e20 medium 1 3%
E,F, G, H | EF_e20 medium 2 17%
I,J EF_e20_medium 3 13%
K EF_e22 medium 3 13%
L, M EF_e22vh_mediumi 4 54 %

Table 5.1: Data-taking periods of 2011 with the corresponding electron trigger and the Monte
Carlo (MC) periods. The luminosity is given as fraction of the total integrated luminosity of
2011.

5.1 Data samples

The analysis performed in this thesis is carried out using the data recorded by the ATLAS
experiment in 2011. The data was taken at a centre-of-mass energy of /s = 7TeV and
correspond to an integrated luminosity of 5.61fb~! delivered by the LHC. A fraction of
93.6 % was recorded by ATLAS, corresponding to 5.25fb~!, as shown in Fig.

The events in data that passed certain quality criteria for the detector conditions amount
to 4.643 b1 of integrated luminosity and are used for the analysis. The data-taking divides
into the periods D to M, which have different detector conditions and electron trigger config-
urations, which are shown in Table The trigger thresholds were increased between the
periods to cope with the increasing instantaneous luminosity.

5.2 Monte Carlo samples

All background processes except the multijet background are simulated by Monte Carlo. The
simulation aims to create datasets that can be handled just like data from the detector. This
allows for a technically easy comparison of the data to the prediction from the Standard
Model. Such a simulation consists of several steps, which are discussed in the following.
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process generator o X BR [nb] | k-factor | eqer Nevents corr
WH — lvbb

myg = 110GeV | PyTHIA 0.0002109 1 1 3.000-10* | 1
my = 115GeV | PyTHIA 0.0001719 1 1 3.299-10° | 1
my = 120GeV | PyTHIA 0.0001377 1 1 3.298-10° | 1
my = 125GeV PyTHIA 0.0001071 1 1 3.298-10° | 1
my = 130GeV | PYTHIA 0.00008011 1 1 3.300-10° | 1
my = 135GeV | PyTHIA 0.00005749 | 1 1 2.990-10% | 1
my = 140 GeV | PYTHIA 0.00003934 1 1 3.000-10* | 1

tt MC@NLo+ HErwiIG | 0.1455 1.146 0.5426 | 1.498-107 | 0.773
Wt AcerMC + PytHiA | 0.01534 1.026 1 9.949-10° | 1
single-t s-chan. ACERMC + PyTHIA | 0.0003475 1.439 1 1.999-10° | 1
single-t t-chan. AcCerRMC + PytHIA | 0.007838 0.890 1 9.993-10° | 0.844
W +4bb ALPGEN + HErwIG | 0.1081 1.195 1 9.245-10° | 1
W+ce ALPGEN + HErwiG | 0.3051 1.195 1 3.020-10° | 1
W+e ALPGEN + HErwiG | 0.9142 1.195 1 9.232:10° | 1
(W — ev)+light | ALPGEN + HERWIG | 8.751 1.195 1 1.705-107 | 1
ww HERWIG 0.03110 1.437 0.3895 | 2.489-106 | 1
WZ HERWIG 0.01148 1.600 0.3099 | 9.999-10° | 1
27 HERWIG 0.004572 1.300 0.2132 | 2.500-10° | 1

Table 5.2: The Monte Carlo samples used in this thesis and the Monte Carlo generators

used for their simulation. The cross sections o, branching rations BR and k-factors are
taken from the references listed in Table[5.3 The filter efficiencies and number of events are
from [55]. The correction factor, corr, is calculated from the Monte Carlo event weight, as
described in the text.

First, the hard scattering process of the partons is simulated using various Monte Carlo
generators: e.g. MCQNLO with CT10 parton distribution functions (PDFs) [46,47], ALP-
GEN with CTEQG6L1 LO PDFs [48,49] and ACERMC with MRSTMC al PDFs [50]. The
samples that are used in this analysis and the corresponding generators are listed in Table
5.2

After the generation of the hard scattering process the showering and hadronisation has
to be modeled. This is done by PyTHIA [51] or HERWIG [52]. While PYTHIA also generates
the underlying event, for HERWIG this is implemented by a dedicated generator, named
Jimmy [53].

The next step of the simulation is the propagation of the generated particles through the
detector material and the simulation of the detector responses. This detector simulation
is implemented using GEANT4 [54]. Finally, the read-out electronics of the detector are
simulated in the digitisation, implemented in ATHENA [34].

Since the number of events in the simulated samples does not necessarily agree with the
expected number of events in data, the simulated events have to be given event weights.
These weights, wes, are calculated from the cross section o, branching ratio BR and number
of events Nevents for a given process and the integrated luminosity:

o X BR X k X egit
Weg = T x | Ldt.
Nevents X corr

(5.1)

Additional effects are taken into account: the k-factor extrapolates the cross section, which
was calculated at a specific order, to higher orders. The filter efficiency, egjter, accounts for
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process pert. order | o unc. | source
WH NLO | 15% | [25]
1 ~NNLO | 11% | [56]
single-top NNLO 8% | [57-59]
W +bb ~NNLO 5% | [55,60]
W +ce ~NNLO | 5% | [55,60]
Wte ~NNLO | 5% | [55,60]
W +light NNLO | 5% | [60]
diboson NLO 7% [60]

Table 5.3: The perturbative orders and the relative uncertainties of the cross sections for the
various simulated processes. The perturbative orders denoted by ~NNLO are approrimately

NNLO [56].

lepton filters on the ¢t and diboson processes.

Finally, the correction factor, corr, takes into account negative events weights for the tt
and single-top t-channel processes. It is calculated from the Monte Carlo event weights, wi-\/lc,
by summing over all events :

1 Nevents

> wMe, (5.2)
=1

where the wZMC are given by the Monte Carlo generators. All numbers are listed in Table
Additionally, in Table the perturbative orders and the relative uncertainties on the cross
sections of the various processes are listed.

corr =
Nevents

5.2.1 Pile-up correction

At the LHC bunches of up to 1.3 - 10" protons collide and the total cross section for a
scattering process is very high with i, = 71.5mb [23]. Therefore multiple interactions
occur in a single bunch crossing and cause additional energy deposits in the detector. This
is called in-time pile-up or minimum bias events. Another form of pile-up is caused by the
short time of 50 ns between the bunch crossings, which causes some of the detector responses
to be assigned to the wrong bunch crossing. This is called out-of-time pile-up.

Both types of pile-up are modeled by Monte Carlo simulation by adding minimum bias
events to the simulated processes. This is done for each MC period with different numbers
of interaction per bunch crossing, since the luminosity of the LHC changed during this time.

The number of interactions for a single bunch crossing cannot be measured reliably. Instead,
the distribution for multiple bunch crossings is estimated using a Poissonian distribution with
mean p. The mean is calculated using the instantaneous luminosity £ from Eq. the
inelastic cross section, oinel, the number of bunches, n;,, and the rotation frequency, f,., of the
beams in LHC:

= L - Oinel
nb'fv"

(5.3)

The p is averaged over luminosity blocks [61] with run-times of about 1 min as (u). For 2011
data (u) ranges from zero to about 24 with an average of about nine interaction per bunch
crossing [23].
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The simulated pile-up from Monte Carlo does not agree perfectly with data. By applying
scale factors to each Monte Carlo period the description of the (u) distribution observed in

data is improved. An additional pile-up correction is applied by calculating weights, alim, for
each bin 7 in the (u) distribution:
j Mt
Opy = — (5.4)

nt o’
MC

where néata and ”%\/{C are the number of events of data and Monte Carlo, respectively. The
distributions from data and Monte Carlo are normalised to the same area before this calcu-
lation. By applying the derived weights to the Monte Carlo events they are reweighted to
describe the shape of the (u) distribution observed in data.

5.2.2 Vertex correction

The positions of the interactions in the detector in the z-direction follow a gaussian distribu-
tion. A width of o, = 58 mm and a mean of (z) = —6.3 mm of this distribution is observed
in data [62]. This distribution is modeled in the Monte Carlo simulation, but with a different
mean of (z) = —6.1 mm and widths of o, = 75 mm and o, = 90 mm, depending on the sam-
ple [63]. This effect is corrected for by calculating weights, w., to reweight the z-distribution
from the simulation to that one measured in data. The weights are calculated in a similar
way to those in the pile-up correction.

5.2.3 Trigger weighting

As shown in Table the trigger for data-taking changed during Monte Carlo simulation
period 3. Thus, for this MC period one cannot just choose one trigger, but one has to take
two triggers into account. This is done by a trigger weighting, which takes into account the
integrated luminosities, L, of the corresponding data periods (I, J and K). The weight, wiyig,
is calculated for each event as

L L
L) EF_e20_medium + —X

LJK LJ,K

Wrig = EF_e22 medium, (5.5)
where the values of the triggers are one or zero, depending if the event was triggered or
not. The periods I and J provide about 49 % of the integrated luminosity and period K the
remaining 51 % of the MC period 3. Therfore, the resulting weights are one, zero or about
0.5.

5.2.4 Flavour tagging efficiencies

The values of the variables that are used for the flavour tagging differ in data and Monte
Carlo simulation, which causes the tagging efficiencies to be different.

This is corrected for by calculating weights, wje, from data for each selected jet. These
weights depend on the Monte Carlo truth flavour, f, the transverse momentum, pr and the
pseudo rapidity, 7, of the jet. The weights of the two jets that are requested in the selection
(see below) are multiplied to give a total flavour tagging weight:

Wtag = Wjetl (f? pr, 77) * Wyet2 (f7 T, 77) ) (56)

[1P%}]

where the f can take the values “light”, “c” or “b”. The calculation of the jet weights is done
using the BTaggingCalibrationDatalnterface [64].
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5.2.5 Electron scale factors

As the flavour tagging, also the electron selection has different efficiencies for the Monte
Carlo simulation than for data. This is corrected by various scale factors (SFs) that behave
as weights and are calculated as

. 5i
wh = 922, (5.7)
e’L
MC
where 6%\40 and €éata are the selection efficiencies in Monte Carlo and data, respectively.
The index ¢ denotes various effects, that arise from the tiggers (trig), reconstruction (reco),
identification (ID) and isolation (iso) of the electrons.
The various effects are combined in a weighting factor for the selected electrons (see below)
as

we = w'Te . e . D . g0, (5.8)

The weights of the various effects are calibrated using the well known processes Z — ee and
W — ev [43].

5.2.6 Final event weights
All event weight discussed above are combined in a final event weight, w, as
W = Wcs * Wpy * Wtrig * Wz * Wtag * We- (59)

The application of these weights to the simulated events without any further estimation of
the normalisations of the processes will be referred to as “normalised using Monte Carlo
simulations”.

5.3 Event pre-selection

In the pre-selection each event is requested to contain at least one vertex with three or more
outgoing tracks. Furthermore, events with a jet in the [Ar hole are rejected. This is an
inefficient region in the liquid argon (lAr) calorimeter. It is located in —0.1 < n < 1.5
and —0.9 < ¢ < —0.5 [65]. This cut is applied only for the data periods E to H and the
corresponding Monte Carlo period 3.

5.4 Electron selection

From the reconstructed electrons, described in Section so-called loose electrons are se-
lected first. They are classified into central and forward electrons. The central electrons
are selected for |n| < 2.47 and pr > 10GeV and the forward electrons for |n| < 4.5 and
pr > 20 GeV. The identification criterion in both regions is loose++.

The central electrons are requested to be isolated in the calorimeter by the cut Ef°"¢(Ry =
0.3)/E% < 0.14 and, regarding their tracks, by pP"¢(Rp = 0.2)/p5 < 0.1. Additionally, the
impact parameter of the electron track with respect to the signal vertex, dy, is required to
be smaller than 0.1 mm.

On top of the requirements of the loose electrons the signal electrons have tighter cuts.
They are requested to pass the tight++ identification criterion and are used only in the
central region for |n| < 2.47 and pr > 25GeV. The loose electrons that are not selected as
signal electrons are used as veto electrons.
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5.5 Muon selection

Muons are selected only for vetoing and have weak quality criteria. The muons reconstructed
by STACO with loose requirements, as discussed in Section [4.3] are selected for || < 2.7 and
pr > 10GeV. Cuts are applied on the impact parameters with respect to the signal vertex:
|dp| < 0.1mm and Zyp < 10mm. The isolation criteria are the same as for central electrons:
E$°¢(Ry = 0.3)/EL < 0.14 and p5$° (R = 0.2) /ph. < 0.1.

5.6 Jet selection

Jets are selected from the AntiKt4 TopoEM collection after the correction of their four-vectors,
as described in Section A cut on the jet vertex fraction (JVF) of all jets is performed to
reject jets stemming from pile-up:

_ Sh(sY)

i PT

JVF (jet, SV) > 0.75, (5.10)

where index j runs over all tracks in the jet and ¢ only over tracks that are compatible with
the signal vertex (SV). The JVF has small values for a jet, whose tracks are not stemming
from the signal vertex, but from pile-up. The cuts |n| < 4.5 and pr > 20 GeV are applied for
loose jets and |n| < 2.5 and pr > 25 GeV for signal jets. The loose jets that are not selected
as signal jets are used as wveto jets.

5.7 Overlap removal

The identified physical objects are subject to overlap, meaning the same object in the
calorimeter can be identified as several physical objects, i.e. as an electron and as a jet
at the same time. To remove this overlap the selected loose jets and electrons are deleted
from the list of selected objects if they pass matching conditions. First, jets are deleted if
they are within dR(jet,e) < 0.4 to an electron with p} > 20GeV. Next, electrons are re-
moved if they are within dR(jet,e) < 0.4 to a jet. Obviously, this affects only electrons with
pT < 20GeV.

5.8 Missing transverse energy

The missing transverse energy, E%liss, is calculated from all reconstructed and corrected jets
and electrons, as described in Section If the jet collection contains a bad jet the event
is rejected. Bad jets rise from energy deposits in the calorimeter that do not stem from an
interaction in the beam spot. Various sources of bad jets exist, e.g. hardware problems, LHC
beam conditions or cosmic rays [65]. No cut on the ErT]rliss is applied, but it is used in the
training of the Boosted Decision Trees, as described in Section

5.9 Signal selection

After the object selection a basic event-based signal selection is applied. Each event is
requested to have exactly one signal electron and no veto electron nor muon. Furthermore,
two b-tagged signal jets are requested and no additional jet is allowed. The b-tagging is done
with MV1 at the 70% working point, as discussed in Section
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sample from MC from fits

W +bb 480.6 £ 18.7 | 759.3 £ 29.5
W +cc 132.1 4+ 10.0 | 1321 £+ 10.0
W+c 133.1 &£ 9.8 | 1331 £ 9.8
W +light 105.6 + 23.5| 105.6 + 23.5
diboson 52.7 £ 1.3 52.7 £ 1.3
single-top 280.2 + 3.1 280.2 + 3.1
tt 976.5 + 74| 11035 £+ 8.4
multijet — 1321.8 £ 40.0
WH 10.8 + 0.1 10.8 + 0.1
total bkg. | 2160.8 4+ 34.1 | 3888.3 + 574
data 3934.0 4+ 62.7 | 3934.0 £+ 62.7

Table 5.4: Yields of the backgrounds, signal and data after the event selection. The W H
signal is shown for my = 125 GeV. The normalisations in the middle column are taken
from Monte Carlo simulation using the cross section from theory. In the right column the
normalisations are taken from the fit discussed in Section [8.3 The multijet background is
estimated in Section [8.1. The statistical uncertainties are calculated from the number of
events.

To this point the event selection follows exactly the cut-based analysis in Ref. [1], which is
used as reference analysis. A good agreement to the reference analysis is reached regarding
the number of events for various stages of selection (cutflow agreement) to the level of a few
per mil. In contrast to the reference analysis, no additional cuts are applied in the analysis
presented here. Instead, Boosted Decision Trees (BDTs) are used to further separate a
possible signal from the backgrounds.

5.10 Event yields

The event yields obtained after the selection are shown in Table One can see that the
largest background is the multijet background, followed by ¢t and Wbb. However, the multijet
background can be easily suppressed by applying cuts on the missing transverse energy or the
transverse mass of the reconstructed W boson. This leaves tt as most important reducible
background.

Various variables, listed in Table are calculated from the reconstructed and selected
objects. These objects are the electron, the missing transverse energy and the two jets.
Additionally, the four-vector of the W boson is defined as the vectorial sum of the missing
transverse energy and the electron four-momentum in the transverse plane. The four-vector
of the Higgs boson is defined as the vectorial sum of the two jet four-momenta.

The variable distributions after the event selection are shown in Fig. and Each
plot consists of two histograms: The upper histogram shows the measured number of events
in data (black points with error bars) and the expected number for all backgrounds stacked
on each other. The expected signal for a Standard Model Higgs boson with mpy = 125 GeV
is shown as black line, scaled up by a factor of 20. The lower histogram shows the ratio
data/MC and the statistical errors from MC as orange band.

From the distributions one can guess a slight missmodeling of the multijet background,
which is estimated from data in Section This is apparent in the distributions of p$ and
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transverse momentum of the electron

T
pifﬁtl’z transverse momentum of the leading jet (jetl) and
the sub-leading jet (jet2)
Erfrniss missing transverse energy
p‘l’y transverse momentum of the reconstructed W boson
m¥ transverse mass of the reconstructed W boson
my invariant mass of the reconstructed Higgs boson

AR(jetl, jet2)

distance in R between the two jets

angle between the missing transverse energy and
the electron in the transverse plane

angle between the electron and the closer of

the two jets in the transverse plane

Ad(e, ER™)

A¢min(eajet)

Hr scalar sum of the transverse momenta:
i jetl jet2
| Hy = B + p§ + it + ol
pl%nb imbalance of the scalar transverse momenta:

imb __

P = [pf = p1/ (o + PY)

neural network output of the flavour tagging
algorithm MV1 for the two jets
JFcombNNc(jet1,2) | neural network output of the flavour tagging
algorithm JetFitterCombNNc for the two jets

MV1(jet1,2)

Table 5.5: Kinematic and flavour tagging variables, which are calculated from the recon-
structed and selected physical objects.

p%v , where the estimated multijet background has a shift to higher values compared to data.

The variable E%liss and m%f yield good separation between the signal and the multijet
background. This is not exploited in the event selection to increase the number of events
for the training of Boosted Decision Trees (BDTs), as discussed in Section |7 The BDTs are
expected to use the separation in these variables in an optimal way.

The b-tagging variables MV1 and JFcombNNc show separation between the signal and
backgrounds that contain only light or c-jets. All listed variables, except p, ftl and p]{ft?,
are used in the BDT training in Section and will be motivated further in Section [6]
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background.
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Figure 5.4: Distributions of Ag(e, E2), Agmin(e,jet), Hr, piTmb, MV1(jetl), MV1(jet2),
JFcombNNc(jetl) and JFcombNNc(jet2) after the event selection. The definitions of the
variables are given in Table [5.8. The backgrounds are normalised using the fit described in
Section [8.4  The signal distribution is scaled by a factor 20. The orange band in the ratio
plot denotes the statistical uncertainty on the total background.






6 The tt background

The tf background is one of the most important backgrounds for the W H — evbb signal. It
has a high cross section and similarities in the final state topology. As for the signal, these
can contain one electron, missing transverse energy and two b-quarks. This makes tt the
second largest background after the event selection, as shown in Table But in contrast to
the signal it has additional objects, thus making this background reducible. The only larger
background is the multijet background, which can be easily suppressed by introducing an
E%liss or m¥/ cut.

In almost 100 % of all ¢¢ decays both top quarks decay into a W boson and a b-quark [66].
The W bosons decay leptonically into a lepton and a corresponing neutrino or hadronically
in a light quark and a light or c-quark. Also hadronic decays with b-quarks are possible, but
are suppressed by the CKM mechanism [10]. Since in the event selection an electron with
high quality criteria is requested, at least one of the W bosons needs to decay into an electron
and a neutrino. Otherwise the event is very likely to be rejected.

In the following the tt events are classified into three categories by the decay products of
two W bosons:

e The leptonic decay, tt — WbWb — lvlvbb
e The semi-leptonic decay, tt — WbWb — qqlvbb
e The hadronic decay, tt — WbWb — qqqqbb,

The first two processes are shown in Fig. The hadronic # is neglected in the following,
since it has no lepton and is therefore very unlikely to pass the event selection. In comparison
to the signal the leptonic tf has an additional lepton and higher ErTniSS due to the second
neutrino in the final state. The semi-leptonic ¢t on the other hand has two additional quarks,
causing jets. One of these quarks is a light quark and the other is a light or c-quark.

The contributions of the various final state topologies of the tt background are further
investigated in the next Section and their differences to the decay topology of the signal
motivate several discriminating variables, as discussed in Section

6.1 Truth composition

A study of the Monte Carlo truth is performed to have a closer look at the ¢t background.
The truth contains the simulated events at parton level, without any detector simulation.
Therefore it does not suffer from reconstruction efficiencies and all simulated particles are
preserved.

This study uses the events after the selection, presented in Section This includes b-
tagging for two selected jets, which is important when interpreting the results presented
here. Since signal-like events are of interest, an additional cut on the reconstructed Higgs
boson mass is applied, 80 GeV < my < 150GeV. The goal of this study is to see why the
tt background passes the event selection, despite of having additional decay products. These
additional objects should be selected as veto objects and reject the event.
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Figure 6.1:  The tt background processes: leptonic decay (left) and semi-leptonic decay
(right). In both cases the top-quarks decay each into a b-quark and a W boson with a branching
ratio close to 100% [66]. One of the W bosons decays leptonically into an electron and a
neutrino, the other W boson decays leptonically (left) or hadronically (right).

This study unveils what kind of additional objects are missed in the selection and suggests
ways to recover them. From the leptonically decaying ¢t an additional lepton and from the
semi-leptonic tt two additional jets are expected.

The Monte Carlo truth is searched for the t¢ decay products and based on this information
the decays are classified as leptonic or semi-leptonic. Further, a separation into categories of
the various leptons and quarks from the W boson decays is performed. The combinations
of one W boson decaying into an electron and the other into an e, p, Thaq or c-quark® in
the final state are taken into account. Leptonically decaying taus are included in the e and
v categories. The remaining combinations are summed up in other categories. The total
number of events of the tt background are listed in Table (a) and the fractions of the
various categories described above are listed in Table [6.1(b) and [6.1](c).

The b-quarks from the top-quark decays and the c-quarks from the W boson decays are
matched to the two b-tagged signal jets. The matching condition is AR(jet, quark) < 0.4
after final state radiation for the quarks. The results are shown in Table[6.1(d) in bins of the
transverse momentum of the W boson.

The leptonically decaying tt background has a large contribution to the overall ¢¢ back-
ground of about 66 %. This is rather unexpected, since one might think that a lepton from
a W-decay is easy to veto. Instead, the second lepton often fails the loose lepton selection,
especially for the lower p‘fv region.

Missed electrons cause a contribution of about 18 %. The pt and n spectra of these electrons
are shown in Fig. One can see that the bulk of these electrons is lost in the low-pr
region and is hard to recover. Depending on the reason for loosing these electrons one
might think about looser selection criteria or using tracks from the inner detector for their
reconstruction. However, these options are not considered in this thesis, but might be subject
to a follow-up study. Outside the selected n range of |n| < 4.5 only a small number of electrons
is missed.

The contribution from missed muons is even higher with about 21 %. Their pr and 7
spectra are shown in Fig. Here the pr distribution shows a peak just below 10 GeV,

!C-quarks are of special interest, since they produce jets in the detector that can be misidentified as b-jets
with higher probability than jets caused by light quarks. Therefore, the c-quarks from the W boson decays
can fake the b-quarks of the signal process, H — bb.
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(a) tt background, number of events

p:,W [GeV] 0—-50 50—-100 100—-150 150—200 > 200 all
Nt 3771 6322 3238 561 168 14060
Npcighted 107.2 185.3 108.0 19.8 6.2 426.6
(b) leptonic contributions
pr_,W [GeV] 0—-50 50—-100 100—-150 150—200 > 200 all
e, e 19.0% 18.2% 19.3% 14.5% 9.1% 18.4%
e, [ 22.1% 21.1% 20.6% 10.6% 7.2% 20.6%
€, Thad 27.4% 24.9% 23.4% 14.9% 5.5% 24.4%
other 3.5% 3.0% 3.0% 1.5% 2.3% 3.0%
sum 72.0% 67.2% 66.3% 41.5% 24.1% 66.4%
(c) semi-leptonic contributions
p:,W [GeV] 0—-50 50—-100 100—-150 150—200 > 200 all
e, cC 17.6% 21.0% 24.0% 46.6% 67.0% 22.7%
other 10.4% 11.8% 9.7% 11.9% 8.9% 10.9%
sum 28.0% 32.8% 33.7% 58.5% 75.9% 33.6%
(d) quark-jet-matching
pg[w/ [GeV] 0—-50 50—-100 100—150 150—200 > 200 all
b, b matched 88.2% 86.8% 84.4% 64.4% 37.5% 84.8%
b, ¢ matched 8.1% 9.6% 12.2% 31.5% 53.2% 11.5%
b, bc matched 0.6% 1.2% 2.9% 2.5% 2.5% 1.5%

Table 6.1: Truth composition of the tt background after the event selection including b-
tagging for the two jets and the additional myp cut. Shown are the contributions of the
various tt decay topologies in bins of p¥. In (a) the raw number of events, N/ .. are
shown to give an estimate of the statistical uncertainty for each bin. For p%v > 200 GeV
the total uncertainties on the fractions are of the order of a few percent. For the lower p%v
bins they are about 1% or less. All percentages below are relative to the number of weighted
events, szfeifged, in each pg/-bz'n. The weighting is done using the results of the background
estimation, presented in Section . The leptonic decays are listed in (b) and the semi-
leptonic decays in (c). In (d) the quark-matching results are listed. In the events tagged “b,
b matched” both b-quarks are successfully matched to the selected jets, in “b, ¢ matched” only
one b-quark is matched to a jet and a c-quark to the other. In “b, bc matched” both b-quarks
are matched to the two jets and a c-quark is matched to one of the same jets. This can occur
if a b-quark and the c-quark are close in AR and their jets are merged.
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Figure 6.2: pr and n distributions of the leptons that fail the loose electron selection and
therefore cannot be vetoed. The distributions are shown for leptonic tt events that passed the
event selection and the additional my cut. These contain two W bosons that decay each into
a lepton and a neutrino. One of the leptons is selected as signal lepton.

the minimal pt in the loose muon selection. This peak can be reduced by lowering the
pr treshold for muons, since the reconstruction efficiency for muons is high down to a few
GeV [32]. A significant contribution of muons is lost in the very central region of the detector
around 1 = 0. This is due to inefficiencies in the muon spectrometer. Also in the transition
regions around || = 1.5 muons are lost, as well as in the forward regions outside the selected
range of |n| < 2.7. This might be improved by using segment- or calorimeter-tagged muons.
Again, this might be reconsidered in a follow-up study.

The largest contribution of the leptonic ¢¢ comes from hadronically decaying taus with
about 24 %. These are even harder to recover than electrons or muons and are not considered
here. One might think about reconstructing them by applying a tau identification with loose
selection criteria.

The semi-leptonically decaying tt has a contribution to the total ¢¢ background of about
34%, but for p¥ > 200 GeV this fraction rises to about 76 %. This is partly due to fact, that
the efficiency for vetoing the second lepton from the leptonic ¢t rises with prV . Therefore, the
leptonic ¢t fractions drops and the semi-leptonic fraction rises. An additional effect is, that c-
jets with high pt are hard to distinguish from b-jets: The dominant part of the semi-leptonic



6.2 DISCRIMINATING VARIABLES 47

9 e e LA e e 9 R e e B E e
£ 0.257 i c 0.18— -
=1 > F —
> r ILdt:u b, 5= 7Tev matched b-quarks 7 > E ILdt=4.7fb", Vs=T7Tev matched b-quarks 4
g r ] & o016 3
'r% 0.2/~ WH — evbb unmatched b-quarks | g 0 l4i WH -~ evbb —— unmatched b-quarks
L ] 0.12F- 3
015 - F E
L ] 0.1 —
ok ] 00sf- E
F ] 0.06 - 3
0.05- J 0.04— —
7] 0.02 —
P N . ‘ PR I I A = o 1
(] 20 40 60 80 100 120 140 -6 6
. [Gev] n
(a) b-quarks
o —— 8 024
2 025 =
3 [ 1 tched c-quark 3 022 1 tched c-quark
> F ILdI:4.7 fo?, V5= 7TeV matched c-quarks > ILdt:4.7fb Vs =7Tev matched c-quarks
s C g 0.2
;r-:u 0-2j WH - evbb unmatched c-quarks % 0.18 WH — evbb —— unmatched c-quarks

0.16
0.14
0.12

o
i

0.08
0.06
0.04
0.02

OTTT T[T [T TT [T TTT[TT T[T [ TITITT 77T
AR A A R B R R

O
:
N
o
:
»
|

iy L P T T I TR B el =
20 40 60 80 100 120 140
p, [Gev]

%

=]

(b) c-quarks

Figure 6.3: pp and n distributions of the matched (green) and unmatched (red) truth
quarks from the tt decays after the event selection including b-tagging for the two jets and the
additional my cut. In (a) the b-quarks of the events where exactly one b-quark is matched to a
jet are shown. In (b) the c-quarks from the semi-leptonic tt events where one W boson decays
into a c-quark in the final state are shown. The unmatched quarks are not reconstructed as
jets and therefore cannot be vetoed.

tt for p¥’ > 200 GeV (about 67% / 76% = 88 %) comes from events, where one W boson
decays leptonically into an electron and the other hadronically into a c-quark in the final
state. This high contribution can be explained by c-quarks that fake b-jets, since in about
53 % of the events for pYFV > 200 GeV only one of the two b-tagged jets is actually caused by
a b-quark, the other is caused by a c-quark. In these cases the second b-quark is lost.

The spectra of the matched and unmatched b- and c-quarks are shown in Fig. One can
see that the unmatched quarks have low-pr and are therefore hard to recover. However, the
b-tagged jets that are caused by c-quarks can be used for discrimination by using a tagging
algorithm that is sensitive to c-quarks, as shown in the next Section.

6.2 Discriminating variables

In the following variables that yield separation between the signal and the ¢f and other back-
grounds are discussed. These variables are used as input variables for Boosted Decision Trees
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Figure 6.4: Distributions of p‘fv normalised to the same area after event selection and
additional myg-cut for the WH signal, the leptonic and the semi-leptonic tt background.

(BDTs). BDTs make use of the separation in the individual variables and their correlations
to extract the signal. All input variables for the BDTs, defined in Section are discussed
in the follwing. The definition of the BDTs is given in Section

One important variable to separate the signal from the ¢t background is p¥/ , shown in
Fig. The variable itself has only little discrimination, but its correlations to other vari-
ables have a strong effect on the t¢ background.

In the following variable distributions are shown after the event selection and the additional
mpy-cut of 80 GeV < my < 150 GeV. The distributions for the leptonic and the semi-leptonic
tt are shown separately and split into p%l < 50GeV and p%v > 100 GeV to make the effect of
p¥ visible.

In Fig. basic kinematic variables are shown:

E%iss The semi-leptonic ¢t has a similar ErTniSS distribution as the signal, since both processes
have one neutrino stemming from a W boson decay. The leptonic ¢t instead has signif-
icantly higher E}'** values for low—pyFV due to its additional neutrino. This difference

gets smaller for high—p%v .

m¥v The m%v distribution is again very similar for the signal and the semi-leptonic t¢, but
is shifted to higher values for the leptonic ¢t in both pYFV regions.

mpyg The best discriminating variable is my for both ¢f and all other backgrounds, see also

Fig.
AR(jetl,jet2) The distance AR between the two jets, AR(jet1, jet2), is similar for the signal
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and the leptonic t£, but slightly smaller for the semi-leptonic ¢t for 10w—p¥V . It has larger
values for both backgrounds than for the signal for high—plﬁ’ .

Further kinematic variables are shown in Fig.

Adp(e, E%‘iss) The signal process has one neutrino and one electron from the same W boson.
For high p'V the angle between them, Ag¢(e, ER®), is small. The leptonic tf instead
has two neutrinos, one on the same side of the electron in the transverse plane and one
on the other, resulting in larger A¢(e, LS.

Admin(e, jet) In the signal process for high p%v the two b-jets are close to each other in R
and the electron has a large angle to both of them in the transverse plane. Instead for
the tt background the b-jets are spread more widely and one of the jets stems from the
same top quark as the electron. Therefore the distance Adpin (e, jet) is smaller for the
tt background.

Hrt Since the two top-quarks have a significantly higher mass than the W boson and the
Higgs boson in the signal process, the total energy in the event, Hr, is higher for low-
p%v . For high—pYFV this relation is reversed. no obvious explanation for this behaviour
was found.

pifnb In an ideal signal event with no additional hard radiation pifnb is zero. This is not true
for tt events and this shows up with higher values in the piTmb distribution, especially
for the semi-leptonic tt.

In Fig. the used b-tagging variables are shown separately for the two jets. The jet with
the higher pr is named jet! and the other jet2. Since the ¢t background has two real b-jets
like the signal, the b-tagging variables are not expected to yield strong separation between
these two samples. Nevertheless, as was shown in Section [6.1]the two jets of the tf background
that pass the event selection not always are true b-jets, but there is also a contribution of
b-jets faked by c-quarks. This fact might yield some potential for separation. The b-tagging
variables are:

MV1 The MV1 output has only a weak discrimination between the signal and the ¢t back-
ground containing two real b-jets. Its separation against the occuring c-quarks is not
very strong, see Fig. But it has good separation to backgrounds containing only
light or c-jets, see Fig.

JFcombNNc Opposed to MV1 the JFcombNNc output has some discrimination between the
signal and the semi-leptonic ¢t background for high—p%v . This effect is due its higher c-
rejection of this algorithm and the large contribution of b-tagged jets faked by c-quarks
in the ¢t background, as discussed before.

In summary this set of variables provides separation between signal and the t¢ background.
This separation is especially apparent when taking the correlations between p?’ and the
other variables into account. This effect can best be exploited by a multivariate approach
like BDTs.

The variables shown provide also discrimination against other backgrounds, as described
in Section E%iss and m%v are the most important ones to reject the multijet background
and the b-tagging variables separate the backgrounds containing only light or c-jets.
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Figure 6.5: Distributions ofEEFiSS, m%’, mp and AR(jetl,jet2) normalised to the same area
after the event selection. The additional my-cut is applied except for the my distribution.
Plots for prV < 50 GeV are shown on the left and for prV > 100 GeV on the right.



6.2 DISCRIMINATING VARIABLES 51

P T e e P T e e e g
B 03 - B E =
> E J'Ldt:4.64 il (s=7Tev  my=125Gev WH125 ] > J—Ldt:4464 b Vs=7Tev  my=125Gev WH125 E
a C ! S -
= [ ; = B
% 0A25k WH - evbb pY <50 GeV — semidlep 7] % WH - evbb pY > 100 GeV — semi-lep tf 5
F ] 0.14F 3

0.2~ — leptonic tt u| E — leptonic tt 3

L ] 0.12F 3

0.15 3 01E 3

g ] 09 E

01 E E 3

L ] 0.04 4

0.05 3 5 3

r 7 0.02— —

oE i PN AP B Bl I A W o ST BN RN IR Wi el

0 0.5 1 15 2 25 3 35 0 25 3 35

Ag(e ET™) Ag(e ET™)

P R B s P A B B B B
S oasf 3 E 3
> F J—Ldt=4.64fb']. Vs=7Tev  m,=125GeV WH125 B > J'Ldt:A.eub”, Vs=7Tev  my=125GeV WH125  —
© C | [ -
£ o1e " = = w E
8 F WH - evbb Py <50 GeV — semi-lep tf B el WH - evbb Py > 100 GeV —semi-lepti 3
© 0.14— - © =
0.12 } — leptonic tt 5 — leptonic tt E

0.1 3 =
0.08F = =
0.06F — 3
0.04F — E
0.02F - 3

P T U I I W el o =P E IS IV N M B

0 25 3 35 4 0 0.5 1 15 2 25 3 35

A (ejet) Mg (ejet)

P L e T B L B e P T
S ossE 3 E E
> F J'Ldt=4.64fb", s=7Tev  my=125GeV WH125 1 > J'Ldt=4.e4fb", s=7Tev  my=125GeV whi2s - o
3 E . I E
% 0.3; WH - evbb pY <50 GeV — semidlep ? g WH - evbb pl¥ > 100 GeV — semi-lep tf i
0.25[— o R

C — leptonic tt | — leptonic tt |

0.2 3 =
0.15[— 3 E
0.1 - 3
0.05F — E
ob e ] L1 Ll nnnnllnnn ol it i 3
0 100 300 400 500 600 700 100 200 300 400 500 600 700

H, [GeV] H, [GeV]

P T e g P R B A o R ERREE T e L e
S ousf E B 0.6 i
> o018 ILm=4_54fb",(g=7Tev m,, = 125 GeV WH125 E > [ ILdt=4.64fb",E=7Tev m, = 125 GeV WH125 3]
o C = @ C 7
£ 016 W — = 0.5 w -
8 E WH - evbb Py < 50 GeV — semi-lep tf E 8 .5~ WH - evbb py > 100 GeV — semi-lep .|
8 014f = ° F 7
0.12[~ —leptonictt 0.4 } —leptonictt ]

0.1 - F E

C ] 0.3 -

0.08[— — r i
0.06 3 0.2~ 3
0.04F = C ]

E ] 0.1~ =

0.02F 3 r E
B b L L J ol o1} TP T P T

0 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1

imb imb

pT pT
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Figure 6.7: Distributions of MV1(jetl), MV1(jet2), JFcombNNc(jetl) and

JFcombNNc(jet2) normalised to the same area after the event selection and the additional
myr-cut. The distributions for p?’ < 50 GeV are shown on the left and for p%f > 100 GeV on
the right. The MV1 distribution is plotted on a logarithmic scale.



{ Boosted Decision Trees

After the basic event selection, presented in Section [5] further discrimination between the
signal and the backgrounds is needed to increase the sensitivity. This can be done using
additional one- or two-sided cuts on single variables to select one region in the multidimen-
sional space of available variables as signal region. Such a cut-based classifier is not able to
take correlations between the variables into account and does not have an optimal signal-to-
background separation.

This is different for multivariate analysis techniques. Here multiple variables are combined
in one classifier to yield maximum separation. Several techniques exist, e.g. Neural Networks
(NNs) or Boosted Decision Trees (BDTs), both of which are commonly used in particle
physics. The use of BDTs yields advantages over NNs in delivering a robust performance,
while being easy to configure. Also the time to build the classifier (training) is significantly
shorter for BDTs.

A BDT is a collection of decision trees, combined in one classifier, as described below.
Decision trees are built from nodes each containing a binary decision based on a cut on a
single variable, dividing the sample into a signal- and a background-like region, as sketched
in Fig. Opposed to the cut-based classifier each variable can occur multiple times in the
tree. This increases the separation performance and makes it possible to take correlations into
account. The input variables used here are the ones listed in Section [6.2| and are summarised
again in Table The implementation of the BDTs described below is performed by the
Toolkit for Multivariate Data Analysis (TMVA) [67].

basic kinematics Emiss plW omW mpy, AR(jetl, jet2)
further kinematics | A¢(e, EB55), Agmin(e, jet), Hr, piTmb
b-tagging MV1(jetl), MV1(jet2), JFcombNNc(jet1), JFcombNNc(jet2)

Table 7.1: Input variables for the BDTs. Definitions are given in Section .

7.1 BDT construction and configuration

The construction of a decision tree, called training, is done using simulated background and
signal samples, that are normalised to the same integral. The training starts at the root
node. A separation index' is defined for each input, z;, variable as

9(Xi) = p(X3) - (p(X;) — 1) (7.1)
with  p(X;) = m (7.2)

where p(X;) is the purity of the resulting sample, if a cut, X; > x;, is applied. The variable
with the highest maximum of the index, g(X"**), is chosen and the sample is split at X**

!The index described here is called Gini indez.

53
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Figure 7.1: Sketch of a decision tree. The root node contains the first decision, based on
variable x;. The sample is split at the cut value X; = ¢1 into a signal- and a background-like
sub-sample. Each sub-sample is divided again, until a stopping criterion is reached. The depth
of this tree is three, which is the maximum number of nodes an event can pass. The final
sub-samples are called leafs and are labeled as B for background-like and as S for signal-like.

into a background- and a signal-like sub-sample. This procedure is repeated recursively for
each sub-sample, adding decision nodes to the tree. The number of points, nCuts, at which
g is calculated is limited to 20 for each variable, since larger numbers do not increase the
performance of the trees significantly.

One could let such a tree grow until each sub-sample consists of only one event. In this case
the tree would be extremely overtrained, meaning it responds to the statistical fluctuations
in the training sample. Overtraining can be tested: if the separation performance of the
tree is significantly better on the training sample than on an independent test sample, it is
overtrained.

To reduce overtraining? the minimum number of events in the sub-samples is set to 100.
Additionally, the maximum depth of the tree is limited to four. The depth is defined as the
maximum number of decision nodes including the root node an event can pass. A decision
tree of depth three is sketched in Fig. These requirements put strong limitations on the
size of the tree. Such a small tree alone does not have great separation performance, but this
can be solved with boosting.

Boosted Decision Trees (BDTs) are built from a collection of decision trees. Boosting not
only increases the performance of single trees, but also make them more resistant against
overtraining. The boosting® is done by training a first tree and then applying a boost weight
a to the missclassified events. These are the signal (background) events that end up in the

2Qvertraining can also be reduced by pruning the tree, meaning reducing its size after the training. This
technique is not used here.
3The boosting descibed here is called adaptive boost, or short AdaBoost.
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parameter value
NTrees 400
nEventsMin 100
MaxDepth 4
BoostType AdaBoost
SeparationType | Ginilndex
nCuts 20
PruneMethod NoPruning

Table 7.2: Configuration parameters of the BDT training in TMVA notation [67].

background (signal) sub-samples. The weight for each tree i is calculated as

o = 1-— erri’ (7.3)

err;

where err; is the missclasification rate of the tree. By construction err < 0.5, therefore oo > 1.
A second tree is trained using the reweighted events and this is repeated until a saturation
in performance is reached, in case of this thesis Niees = 400 times.

The individual trees are combined in one output variable,

Ntrees

L n(ay) - ha(z), (7.4)

N trees

y(z)
=1

where x = (x1, ..., x,) represents the input variables and h;(z) = +1(—1) for z ending up in
an signal-(background-)like subsample in tree 7.

A list of all described configuration parameters for the BDT training is given in Table
These parameters are optimised regarding the signal efficiency versus the background
rejection [68].

7.2 Signal BDTs

For each signal sample with mpy from 110 to 135GeV in 5GeV steps a dedicated signal
BDT is trained. Each signal BDT is trained against all backgrounds including the multijet
background. The background normalisations derived in Section are applied before the
training.

To avoid biases due to overtraining the signal and background samples are split into training
and test samples. The splitting is done using the event number: events with odd numbers
are used for training, and events with even numbers for testing. For plotting and evaluation
only the test samples are used. This applies to all BDTs.

The BDT output for my = 125 GeV is shown in Fig. and for all other mass points in
the appendix (see Fig. . The naming convention is BDTmass, where mass denotes the
Higgs boson mass, my, in GeV. One can see, that the signal is accumulated around 0, while
the backgrounds are distributed towards lower values between -1 and 0. While the signal is
well separated from backgrounds containing only light or c-jets (multijet, W +light, diboson,
W+c, W+ce), the separation from backgrounds containing real b-jets (¢, single-top, W—&—b?))
is less significant. The most important remaining backgrounds in the signal region are tt and
W 4bb. The shape of the backgrounds shows good agreement with data.
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Figure 7.2: Qutput distribution of the signal BDT trained for a Higgs boson signal with
mpy = 125 GeV. The backgrounds are normalised using the fit described in Section[8.4 The
signal distribution is scaled by a factor 20. The orange band in the ratio plot denotes the
statistical uncertainty on the total background.

7.3 Background BDTs

To separate a particular background from other backgrounds so-called background BDTs
are trained. These are later used in the background estimation, see Section and the
evaluation of shape systematics, see Section [9.3

Their training is accomplished by defining one background as “signal” and all others as
background. The naming is BDT_bkg, where bkg is the background sample defined as signal.
The simulated backgrounds are normalised using Monte Carlo simulations. The multijet
backround is scaled using the fit described in Section before the training.

The resulting BDT outputs, trained by considering the multijet, £ and W-+bb backgrounds
as “signal”, are shown in Fig. and for all other backgrounds in the appendix (see Fig.[A.1)).
One can see that multijet and tf are well separated from the other backgrounds, while W+bb
is less separated. The WH signal is widely spread in the background-BDT outputs and has
a similar shape as the W +bb background. Again, the data shape is well described by the
backgrounds.
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Figure 7.3: Output distributions of the background BDTs trained by defining the multijet,
tt and W +bb backgrounds as signal. The backgrounds are normalised using the fit described
in Section[8-9. The signal distribution is scaled by a factor 20. The orange band in the ratio
plot denotes the statistical uncertainty on the total background.






3 Background estimation

Some background processes modeled by Monte Carlo simulation have large uncertainties on
their normalisations and shapes. To reduce these uncertainties one can try to estimate the
normalisations from data. The usual approach is to define control regions for the various
backgrounds by varying the cuts of the nominal analysis. These regions should be dominated
by the corresponding background. This allows to derive scale factors to correct the predictions
of the simulation. The derived scale factors are used in the nominal analysis, assuming
the normalisation stays the same with the different cuts. To account for this assumption
systematic uncertainties have to be assigned.

In this thesis a different approach is used. The control regions are defined within the
nominal event selection by training BDTs for each background, as described in Section [7.3
This approach avoids the previous assumption and is technically easier, as each background
is handled the same way. Instead, systematic uncertainties on the shapes of the BDT outputs
have to be considered.

The various background normalisations are fitted in the BDT-output distributions (Section
after the estimation of the multijet background is presented in the following Section

8.1 The multijet background

As mentioned in Section the multijet background has to be estimated using the data.
This is done by extracting a multijet sample from data, from which a template in the E%‘iss
distribution is extracted. Since the E%iss distribution separates the multijet and the other
backgrounds well, it can be used to fit the normalisation of the multijet background.

To define the multijet sample, the electron isolation cuts are inverted and electron identi-
fication requirements are modified. This sample should have as little contamination of other
backgrounds as possible, otherwise the normalisations from the fit are biased. These other
backgrounds are the Monte Carlo simulated ones (W +light, diboson, W +c, W +c¢, W +bb,
single-top and t) and will be called electroweak (EW) backgrounds in the following?.

The inverted selection should have only little effect on the shape of the ErTniSS distribution,
otherwise the fit result is biased and cannot be translated from the inverted selection to the
nominal selection. The standard inversion used in this thesis, called InvlsoPT, inverts the
track isolation by applying the cut 0.1 < p$"°(Rp = 0.2)/pT < 0.5 and has less requirements
for the electron identification as the nominal selection (see below). The same calorimeter
isolation as in the nominal selection is applied.

The E%ﬁss distribution of the multijet template with standard inversion is shown in Fig.
(left). It has Npaw = 1094 events in total and Ngw = 6.11 events from the EW processes.
The EW processes are normalised using Monte Carlo simulations, as described in Section

LAll these backgrounds are produced by weak interactions, except for the t£ background. Nonetheless, the ¢t
background is included in the EW backgrounds in the following, which can be justified by the weak decays
of the top quarks.
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name E$"(Rg = 0.3) | pP"°(Ro = 0.2) | ID bits

Nominal < 0.14 ES < 0.1 p% tight++

InvIsoPTinc - 0.1-0.5py medium+-+

InvIsoPT < 0.14 ES 0.1-0.5 pt medium++

Inv > 0.14 EY - tight— and (TRT or CM)
InvIsol > 1GeV - tight— and (TRT or CM)
InvIso3 > 3GeV - tight— and (TRT or CM)
InvIsob > 5GeV - tight— and (TRT or CM)
InvIso7 > 7GeV - tight— and (TRT or CM)
InvCM > 0.14 ES - tight— and not CM
InvCMpassTRT > 0.14 ES - tight— and TRT, but not CM

Table 8.1: Various electron isolation cuts used for the definition of the multijet templates.
The isolation cuts in the nominal selection (see also Section , are denoted by Nominal
and the inverted cuts by InvType. The nominal ID bits tight++ are loosened by removing the
requirements for passing the TRT and the conversion match (CM) bits, which defines tight—.
Removing even more requirements defines medium++, as described is Section [[.9. Single
bits are requested again, e.q. InvTRTpassCM requires passing of the tight— and CM bits, but
failing of the TRT bit.
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Figure 8.1: Distribution of E%liss of the multijet template when aplying the standard inverted
selection InvisoPT (left). The backgrounds in the plot are normalised using Monte Carlo
simulation. The signal distribution is scaled by a factor 20. In the right plot the E%ﬁss
distributions of the multijet (blue) and EW (green) templates are shown after the fit to data.
The sum of these two distributions is shown in blue and data as black points with error bars.

This gives a negligible EW contamination of

Ngw  6.11
= — = . . 1
Noww 1002~ 050 % (8:1)

The normalisation factors are determined in a fit of the multijet and EW template distri-
butions to data. For the EW template and the data the nominal event selection is applied.
The fit of the EEFniSS distribution is performed using a log-likelihood approach. This fit takes
only the statistical uncertainties from data into account. The sum of the multijet template
and the EW template is fitted to data in the range 10 GeV < E%ﬁss < 90 GeV, letting the
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Figure 8.2: F'it results for various fit ranges (left) and template selection (left), as described
in the text.

normalisations of both templates float. The fit result is shown in Fig. (right) and leads
to Nmultijer = 1612 & 69, which corresponds to a scale factor of

Nmultijet _ 1612
Nraw 1094

= 1.47 4 0.06. (8.2)

and the quality of the fit is fair with x?/ndf = 1.6. This scale factor is used as event weight
for the multijet sample.

The fit range is varied to evaluate its influence on the result and the results are shown
in Fig. [8.2] (right). Since the results agree within statistical uncertainties, no systematic
uncertainty due to the choice of the fit range is assigned.

In addition to the standard inversion cut described above, also other criteria are applied.
These aim to vary the contributions from various objects in the multijet template and there-
fore to estimate the related systematic uncertainties. All inversions are listed in Table
and the templates are shown in the appendix (see Figs. and .

A simple variation is to release the calorimeter isolation, as is done for InvisoPTinc. This
increases significantly the number of events in the sample selected to define the multijet
template. Another variation is done by varying the the isolation cut from E{™"¢ > 1GeV to
E$"¢ > 7GeV, for Invlsol to Invlso7. By increasing the isolation threshold the fractions
of electrons from heavy flavour objects, such as c¢- and b-jets, increase in the template. By
inverting the CM? bit (InvCM) the fraction of converted photons is increased.

The fit results using the different inversion criteria are shown in Fig. [8.2] (left). All results
agree within statistical uncertainties and no systematic uncertainty due to the definition of
the inversion is assigned.

To evaluate the statistical uncertainty arising from the multijet and the EW template toy
experiments are performed. For both templates the values of the bins in the E%liss distribution
are randomised at the same time using Gaussian distributions. The means values, pu, of
the Gaussian distributions are set to the nominal bin values and their standard deviations,
o, are set to the statistical uncertainty. A better approach would be to use Poissonian
distributions, but since most bins in the fit range contain more than ten events, the Gaussian
distributions deliver a good approximation. For each of the 10,000 Monte Carlo experiments
the randomised templates are fitted to the data and the results are shown in Fig. [8.3] This

2The CM (conversion match) bit is set if a track fits to a converted photon.
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Figure 8.3: Fit results obtained by randomising the bin values in the Effniss distributions of
the multijet and EW templates.

distribution is fitted with a Gaussian distribution and the observed standard deviation of
o = 57.0 £ 0.4 is assigned as relative uncertainty of

o 57

—=—=36%. 8.3

1 1600 ’ (8:3)
The multijet sample used to extract the EXS distribution is also used to extract other

variables. The variable distributions are normalised using the scale factor derived above. The

systematic uncertainties on their shapes have to be evaluated, which is done for the signal

BDT outputs in Section [9.3]

8.2 Background Fits

The background estimation presented here uses a somewhat unusual approach: so-called
background BDTs are trained to enrich the fractions of single backgrounds within the event
selection. The training of these BDTs is described in Section [7.3] The normalisations of the
various backgrounds are fitted using the output distributions of these BDTs.

Before the backgrounds can be estimated the contribution of the signal has to be reduced in
the samples. This is achieved by training a dedicated BDT, called BDT125a. It was trained
using the WH sample with mpy = 125 GeV against all backgrounds. Before the training
the simulated backgrounds are normalised using Monte Carlo simulations, as described in
Section The multijet background is normalised by applying the scale factor derived in
the previous section. The resulting output is shown in Fig. 8.4l The difference to the signal
BDT125 is, that the background normalisations derived in this Section are not applied before
the training.

A cut was placed on this output: BDT125a < -0.2. This reduces the WH signal to (4.3
0.4) % with mpy = 125 GeV. For the other Higgs boson masses in the given range the signal
is reduced to maximum of (8.5 &+ 2.0) %, as shown in Table The cut efficiency for
the backgrounds is about 60%. An example for the background-BDT output before and
after the cut is given for BDT_tt in Fig. One can see that the signal vanishes, while a
significant fraction of background events pass the cut. The agreement of data and Monte Carlo
simulation after this cut is still good and the shape of the BDT output is not significantly
affected. The latter is expected, since the signal is widely spread in the background BDTs.
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stgnal with myg = 125 GeV before applying the background normalisations derived by the fit
described. The backgrounds in the plot are normalised using this fit. The signal distribution
1s scaled by a factor 20. The orange band in the ratio plot denotes the statistical uncertainty
on the total background.

my [GeV] | efficiency [%)]
110 8.5+ 2.0
115 5.7 £ 0.5
120 5.0+ 04
125 43+ 04
130 5.0+ 04
135 6.0+ 1.5

Table 8.2: Efficiencies of the cut BDT125a < -0.2 on the signal samples for different values
of myg.

After the signal suppression, a fit is performed to estimate the various backgrounds. The
fit uses a certain number of background-BDT output distributions simultaneously and lets
the scales of defined background samples float. It is a maximum likelihood fit, taking into
account the statistical uncertainties from the data sample.

The normalisations of the dominant background processes, multijet, tf and W 4 bb have
been allowed to float in the fit. The output distributions of their corresponding background
BDTSs, shown in Fig. (right) for the ¢t background and in Fig. for the multijet and
W +bb backgrounds, have been used in the fit. The scale factor of the other backgrounds,
single-top, W +light, diboson, W +c¢ and W +c¢, have been fixed to one. The results of this
fit, called nominal fit, are shown in Table

The derived scale factors are always stated relative to the normalisation defined by the
Monte Carlo simulation, which depends on the cross section from theory. However, the
absolute normalisation from the fit does not depend on the cross section. Therefore, the cor-
responding uncertainties from theory do not influence the uncertainty on the normalisations
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Figure 8.5: Qutput distributions of the background BDT that was trained by defining the tt
background as signal. In the left plot no additional cut was applied and in the right plot the
stgnal is reduced by applying the cut BDT125a < -0.2. The backgrounds are normalised using
the fit described in the text. The signal distribution is scaled by a factor 20. The orange band
in the ratio plot denotes the statistical uncertainty on the total background.
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Figure 8.6: Output distributions of the background BDTs that were trained by defining the
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the cut BDT125a < -0.2. The backgrounds are normalised using the fit described in the text.
The signal distribution is scaled by a factor 20. The orange band in the ratio plot denotes the
statistical uncertainty on the total background.

of the fitted backgrounds.

The fit results derived above include only statistical uncertainties from data. Monte Carlo
experiments were performed to estimate the statistical uncertainties from the background
samples. Therefore, the shapes of the background BDT output distributions of the back-
grounds were randomised. For each of the 1000 randomisations a fit of the scale factors was
performed as before. The results are shown in Fig. [8.7

The randomisation was done by multiplying the weight for each event by a random number.
This random number was drawn from a discrete Possionian distribution with mean A\ = 1.
The reweighted events are filled into the background-BDT histograms. By this procedure the

shapes of the corresponding distributions are randomised. This is done for each of the 1000
fits.
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sample nominal ‘ MC experiments | ofit
multijet | 0.82 £ 0.02 0.82 £ 0.03 0.05
tt 1.13 £ 0.06 1.18 £ 0.05 0.07

W +bb 1.58 £ 0.17 1.44 £0.21 0.18

Table 8.3: Background normalisation factors derived by the nominal fit and by Monte
Carlo experiments. The scales are given relative to the normalisation by cross section from
theory. The thtat is the total relative statistical error on the scale from the fits for the limit
calculation, as described in the text.
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Figure 8.7: Distributions of the scale factors for the W 4bb, tt and multijet backgrounds
determined in 1000 Monte Carlo experiments, as described in the text.

The randomised fit results are distributed in roughly Gaussian shapes, as shown in Fig.
The mean values of these distributions correspond to the derived scale factors for this fit and
the root mean squares (RMS) of the distributions are taken as uncertainties. The results are
listed in Table .3

Although the fit procedure was validated, the derived scale factors do not perfectly agree
with the nominal fit. This might be due to the Poissonian distribution being discrete, and
might be investigated in a follow-up study. Nonetheless, the derived results from the Monte
Carlo experiments are used in total relative statistical uncertainties, ogat- They are calculated
for each fitted background as

(O'ﬁt )2 _ <5nominal )2 + <6MCexp. >2 (84)
stat Snominal SMCeXp. 7

where Sgy are the scale factors derived by the fits and Jg; their absolute uncertainties. These
uncertainties are shown in Table They are used in the limit calculation in Section [9.2
where also the systematic uncertainties on the fit results are estimated.






0 Limit calculation

In this chapter limits on the cross section for the WH signal process as a function of myg
are derived. This is done by fitting the background and signal samples to data. The fit
is performed using the output distributions of the BDTs that were trained to separate the
W H — evbb signal from the backgrounds. In this fit systematic uncertainties are treated as
nuisance parameters. Then a limit on the Higgs boson cross section is derived using the CLg
method [69].

Before this can be done, systematic uncertainties on the normalisations and shapes of the
distributions for the background and signal processes are estimated to define the nuisance
parameters. Various techniques are used, depending on the process:

e For the simulated processes not fitted to data (single-top, W +light, diboson, W +¢
and W+cc), the uncertainties from reconstruction and identification of the final state
objects are estimated by Monte Carlo simulation. Additionally, the uncertainty on the
theoretical cross sections and on the luminosity are taken into account.

e For the simulated processes that are normalised using the fit in Section (W+bb and
tt) systematic uncertainties are derived from the fit results.

e For the multijet background the systematic uncertainty is taken from the analysis in
Ref. [1], which is used as reference analysis.

Furthermore, there are systematic uncertainties on the shapes of the BDT-output distri-
butions. These are estimated by two distinct approaches:

e Various parameters of the reconstruction and identification are varied by their corre-
sponding uncertainties.

e The backgrounds are reweighted to data in control regions defined by the background
BDTs. This novel technique is described below.

The various sources of systematic uncertainties are listed in the following Section their
influences on the BDT output distributions are discussed in the Sections[9.2] and [9.3] and the
limits are extracted in Section [9.41

9.1 Sources of systematic uncertainties

Systematic uncertainties arise from a variety of sources. First, there are uncertainties on the
normalisation of the backgrounds and the signal: the luminosity delivered by the LHC has an
uncertainty of ojymi = +3.9% [70]. The theoretical cross sections of the simulated processes
have uncertainties of +5% to + 15 %, as listed in Table

Additional uncertainties arise from the reconstruction and identification of the final state
objects, that affect the normalisations and shapes of output distributions. These are derived
by varying certain parameters within their respective uncertainties. The various parameters

are listed in Table 011

67
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name uncertainty description

ElecScale electron energy scale

ElecSmear electron energy resolution

ElecSFID electron scale factor from the identification
ElecSFReco electron scale factor from the reconstruction
ElecSFTrig electron scale factor from the triggers
ElecSFIso electron scale factor from the isolation
JES +(2.5—-4)% [39] | jet energy scale

JERSyst +10% [71] jet energy resolution

METresolution E%ﬁss soft term resolution

METscale Emiss soft term scale

FlavTagL MV1 light jet tagging efficiency

FlavTagC MV1 c-jet tagging efficiency

FlavTagB +(5—-19)% [41] | MV1 b-jet tagging efficiency

Table 9.1:  Sources of systematic uncertainties due to identification and reconstruction
effects. The soft terms refer to calorimeter cells that are not assigned to a physical object in
the reconstruction, as explained in Section [{.8 Uncertainties are listed for the parameters
that have the strongest effect on the dominant backgrounds (W 4bb, tt), as shown in Table

[9-3

Also the theoretical descriptions of the simulated processes have uncertainties that effect
the shapes, e.g. renormalisation and factorisation scales [56]. One possibility to evaluate this
effect is to use different Monte Carlo simulations. But a more inclusive approach, that does
not rely completely on simulation, is performed in Section by reweighting the background
shape to data.

9.2 Normalisation systematics

The systematic uncertainties on the normalisations of the background and signal processes
are estimated with various approaches, depending on the type of process:

Processes estimated by Monte Carlo simulation The systematic uncertainties on the nor-
malisation of the processes that are estimated using Monte Carlo (MC) simulation (single-top,
W +light, diboson, W+c and W +c¢) are estimated by propagating the uncertainties on the
parameters listed in Table to the samples. They are calculated as

Sys
o= NMC .
- Nhom ’
MC

(9.1)

where NP is the nominal number of events of a certain simulated background and Ny
the number of events when applying a certain variation. The results are shown in Table

One can see that the dominant systematic uncertainties on the normalisation arise from the
jet-energy scale and resolution and from the flavour tagging scale factors. Electron energy and
scale factors cause only small uncertainties. There are no uncertainties on the normalisation
coming from the missing transverse energy, since no cut on this variable is applied in the
selection.
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name W4+bb W+cé W+c diboson W +light single-top tt WH
ElecScale down 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

up 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.00
ElecSmear down 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

up 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00
ElecSFID +0.01 4+0.01 40.01 +0.01 +0.01 +0.01 40.01 #£0.01
ElecSFReco +0.01 +0.01 4£0.01 +0.01 +0.01 4+0.01 =£0.01 =+£0.01
ElecSFTrig +0.01 +0.01 =£0.01 +0.01 +0.01 +0.01 =£0.01 =+£0.01
ElecSFIso +0.02 +0.01 40.02 +0.02 +0.01 +0.02 4+0.02 4£0.02
JERSyst +0.07 +0.06 =£0.12 +0.10 +0.31 +0.05 =£0.04 +0.06
JES down 0.06 —-0.03 —-0.03 0.02 —0.20 0.07 0.15 0.04

up —-0.04 —-0.03 -—-0.09 —0.07 —0.29 —-0.10 -0.15 —-0.06
FlavTagL +0.01  4+0.03 =£0.07 +0.01 +0.20 +0.00 =£0.00 =+£0.00
FlavTagC +0.02 +0.22 =£0.16 +0.04 40.00 +0.02 £0.01 =+£0.00
FlavTagB +0.11  4+0.00 4+0.00 +0.09 +0.00 +0.12 +0.13 +0.13
Ui.\gg +0.15 4+0.23 £0.24 +0.16 +0.51 +0.17 £0.20 +0.16

Table 9.2: Relative systematic uncertainties on the normalisation of the various samples
due to identification and reconstruction effects calculated from Monte Carlo simulation. The
W H signal is listed for mg = 125 GeV. Where available the variations are listed as up and
down separately, the others are symmetrised. The bottom line states the quadratic sum of the
individual contributions, as described in the text.

uncertainty | W+bb W+cé W4c diboson W +light single-top t&  WH
Ocs 005 0.05 0.0 0.07 0.05 0.08 011 0.15
oMC 0.06 0.12  0.11 0.03 0.36 0.02 0.01 0.02
oM 015 023 024  0.16 0.51 0.17 020 0.16
oMe 017 026 027 0.18 0.63 0.19 0.23 0.22

Table 9.3: Relative uncertainties on the normalisations of the various backgrounds taken
from Monte Carlo simulation. The W H signal is listed for mpg = 125 GeV. The uncertainties
on the theoretical cross sections, o.s, are taken from Table[5.3. The statistical uncertainties,
oMC are calculated from the number of events in the samples. The systematic uncertainties,
U%E, are taken from Table . Finally, the total uncertainty, oM is the quadratic sum of
the individual uncertainties above.

The uncertainties on the W+light background are large due to the low number of events in
the sample. This unwanted statistical effect is not further evaluated, since this background
has only a small contribution in the signal region and will have not a large effect on the final
result.

The uncertainties of the fitted backgrounds (W+bb and t) are only listed for completeness
and are not used later.

The various systematic uncertainties are combined in a total relative uncertainty, Ué\}/fsc ,
for each background. This is done by quadratically summing all systematic uncertainties
resulting in up-variations (¢ > 0) and all those resulting in down-variations (o < 0) separately
and then choosing the larger one:

(Ué\;[SC)Q :max{ZUQ,ZUQ}. (9.2)

o>0 <0
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name W +bb tt
ElecScale down | —0.04 0.02

up 0.00 —-0.01
ElecSmear down | —0.04 0.02

up —0.01 0.00
ElecSFID +0.01 =£0.00
ElecSFReco +0.01 £0.00
ElecSFTrig +0.00 =£0.00
ElecSFIso 4+0.01 =£0.00
JERSyst +0.17 £0.05
JES down | —0.05 0.04

up 0.05 —0.01
METresolution down | —0.01 0.01

up 0.03 —-0.01
METscale down | —0.04 0.02

up 0.06 —0.03
FlavTagL +0.02 +£0.01
FlavTagC +0.06 +0.00
FlavTagB +0.05 =£0.02
ol +0.21  +0.07

Table 9.4: Relative systematic uncertainties on the W +bb and tt prediction calculated
from the background normalisation fits. Where available the variations are listed as up and
down separately, the others are symmetrised. The bottom line states the quadratic sum of the
individual contributions, as described in the text.

The results are shown in Table Also shown are the uncertainties on the cross sections,
0, and the statistical uncertainties, Jé\élact, taken from the number of events in the Monte

Carlo samples. A total relative uncertainty on the normalisation, oMC | is calculated as

oMC — \/Jgs + (Ji}fa(i)Q + (Ué\}/fsc)Z. (9.3)

Backgrounds estimated from data The backgrounds that are estimated from fits to data
(W +bb, tt) are the dominant ones and their uncertainties will have a strong effect on the
final result. Their systematic uncertainty on the normalisation is derived using the fit. The
number of events from the fit in the nominal analysis, Ng™, are compared with the ones from
the fit when applying a variation, Ng;°. For each variation the fit is redone. These variations
alter the shape of the background templates and thus also the fit result. The systematic
uncertainty is then calculated as

sys
— N fit
nom
N, fit

1 (9.4)

g

and the results are shown in Table [9.4

These results reflect the effect of the shape variations of the backgrounds on the fit result.
The variation of the normalisation by cross section uncertainties instead does not have an
effect on the normalisation from the fit. Therefore the uncertainty on the cross section, o,
does not have to be taken into account for the fitted backgrounds.
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uncertainty | W+bb  tf  multijet
ofit 0.18 0.07 0.05
ol 021  0.07 —
ot 028 0.10  0.05

Table 9.5: Relative uncertainties on the normalisations of the various backgrounds estimated
by the fits. The statistical uncertainties, ol tat, are taken from Table . The systematic
uncertainties, Ug& are taken from Table . Finally, the total uncertainty, a],?(t,rm, s the
quadratic sum of the individual uncertainties above.

uncertainty ‘ Wbb WHce We diboson W +light single-top ¢ WH multijet
Onorm ‘ 0.28 0.26 0.27 0.18 0.63 0.19 0.10 0.22 0.30

Table 9.6: Final systematic uncertainties on the normalisation the various backgrounds
and the signal. The W H signal is listed for mg = 125 GeV.

fit
sys?

<0§;S>2 = max {Z o2 Z 02} . (9.5)

o>0 o<0

The individual uncertainties are combined in a total systematic uncertainty, o, as

The results are listed in Table together with the statistical uncertainties, ol taken
from the fits in Section The total relative uncertainty on the normalisation, ¢l | is
calculated as

ot =/ (o) + (052,). (9.6)

The systematic uncertainty on the normalisation of the multijet background cannot be
estimated by this approach, since this background is completely taken from data. Instead
the following approach is pursued.

The multijet background The available uncertainty on the normalisation of the multijet
background is the statistical uncertainty of +5% on the BDT-based fit result, as listed in
Table [9.5] Since this does not account for systematic effects, a conservative uncertainty of
+30 % is assumed, which follows the discussion in Ref. [1]. This has to be improved for a
more conclusive study.

Combination The final systematic uncertainties on the normalisations of the various pro-
cesses are denoted as oporm. They are taken from the fits for the fitted backgrounds (W—H)l;
and tf) as oporm = oY and from Monte Carlo simulation for the other processes as
Onorm = oMC . The only exception is the multijet background, where a fixed value of
Onorm = £ 30% is taken.

The results are listed in Table The uncertainty on the luminosity is not included here

and is considered independently in the limit calculation.
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Figure 9.1: Output distributions of the signal BDT trained for a Higgs boson signal with
my = 125 GeV. The shape differ resulting from variations of the parameters from reconstruc-
tion and identification. The distributions are normalised to the same area. The background
normalisations are taken from the fit described in Section and are not affected by the
variations. The orange band in the ratio plot denotes the statistical uncertainty on the total
background without variation. The black line in the ratio shows the sum of squares of the
uncertainties, as described in the text.

9.3 Shape systematics

The systematic uncertainties on the shapes of the signal-BDT outputs are estimated using
two approaches:

Varying parameters The systematic uncertainties on the shapes of the signal-BDT outputs
can be derived from the Monte Carlo simulation. This is done by comparing the BDT-
output distribution from the nominal analysis with the distributions obtained when varying
the parameters from reconstruction and identification, as listed in Table

An example is given in Fig. the nominal output distribution of the signal BDT with
my = 125 GeV is shown together with the distributions obtained when applying the varia-
tions. The distributions are normalised to the same area, since only the shape difference is
of interest. Where only the bin values of the up-variations, n;", are shown for each bin ¢ the
down-variations are derived by

pdown — gppom _ n;?, (9.7)

;o™ are the bin values of the nominal distribution.

The systematic uncertainty for each bin ¢ is calculated as

where n

o= —— —1. (9.8)
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The total up and down uncertainties are then derived as

o’ =+ Z o? (9.9)
;>0

o = — 3" o2, (9.10)

These are shown as black line in the ratio plot in Fig. [9.1] This total shape uncertainty is
not neccassary larger than the statistical uncertainty (orange band), since they are a priory
independent. However, migration effects play a role for small samples (e.g. W +light),
resulting in larger systematic uncertainties.

The up and down uncertainties are combined in a final uncertainty from reconstruction
and identification for each bin i as

) 70

470 — max {a“P —a?own} . (9.11)

These are used for the limit calculation. This is a simplification of the usual approach of
taking each parameter separately into account, as done in Ref. [1].

In Fig. the shape differences from the variations of the individual parameters from
reconstruction and identification are shown. It is apparent that the uncertainties on the jet
energy scale and flavour tagging scales are dominant. The shape uncertainties for other mass
points are shown in the appendix (see Fig. [A.5)).

This approach of summing a large number of variations might overestimate the shape
uncertainty, since statistical effects play a role. This can be seen by the large systematic
normalisation uncertainties on the W+light background, which has a small number of events
in the sample. On the other, hand this approach does not include the shape uncertainties of
the b-tag variables that are used in the BDTs. This is also the case in Ref. [1], since these
uncertainties are not available up to now.

Also the shape uncertainties arising from the multijet background and from the theoretical
description of the processes simulated by Monte Carlo are not included in this analysis nor in
Ref. [1]. Therefore, another approach has been developed, where the shape difference between
data and the backgrounds in BDT outputs is evaluated, as discussed in the following.

BDT reweighting The approach of estimating the systematic uncertainty on the shape of
the signal-BDT output distributions presented here uses a reweighting of the backgrounds to
data. This is done in control regions defined by the background BDTs, which are defined in
Section[7.3] These control regions contain the same events as the nominal event selection, but
individual backgrounds are separated from the others. From the shape difference between
the backgrounds and data in these control regions weights are derived.

The output distributions of the background BDTs are normalised to the same area for data
and total background. For each bin ¢ in each output distribution j a weight, w;;, is calculated
as

_ i)

Wi = —2—e——.
Y n%c(x)

(9.12)

These weights are applied to the events of all backgrounds. This procedure alters the shapes
of the background distributions, but their normalisations are untouched.

In an example the BDT_tf is used to calculate these weights and they are applied to the
events of the backgrounds. If now the shape of the total background is compared to data in
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Figure 9.2: Systematic uncertainties on the shape of the signal BDT output trained for a
Higgs boson signal with mpg = 125 GeV. The BDT output value is plotted on the z-axis and
the ratio n¥s/n™°™ is plotted on the y-axis. The shapes differences resulting by varying the
parameters from reconstruction and identification are plotted as red line. The black line is
the sum of squares of the uncertainties, as also shown in Fig. .
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Figure 9.3: Output distributions of the background BDT trained by defining the tt back-
ground as signal. On the left the nominal distribution is shown and on the right the BDT
reweighting is applied. Since the BDT_tt was used to calculate the weights, the shapes of data
and background agree perfectly by definition in the right plot. The backgrounds are normalised
using the fit described in Section[8.3. The signal distribution is scaled by a factor 20. The
orange band in the ratio plot denotes the statistical uncertainty on the total background.

the BDT_tt output, one finds that they agree perfecty by definition, as shown in Fig.[9.3] In
other output distributions however, the shapes of the background will be altered too, but do
not necessarily agree with data.

This BDT reweighting is done using all available background BDTs, resulting each in a
different shape. An example is plotted in Fig. [0.4 the nominal distribution of the signal
BDT with mpg = 125 GeV is shown together with the reweighted distributions.

Unlike for the shape uncertainties from reconstruction and identification the total up and
down uncertainties are taken to be the largest variation:

P = i 1
; ;gegg{%} (9.13)
and gdown — gnl<no {oij}, (9.14)
ij

where ¢ denotes the bin and j the background BDT that was used for reweighting. These
largest up-/down-variations are shown in the ratio plot of Fig. and the shape uncertainties
for the other mass points are shown in the appendix (see Fig. [A.6)).

This approach of taking the largest variations is certainly not optimal. But one cannot
proceed as before and sum all variations, since each reweighting is done using the same results,
thus double counting would occur. A better approach might be to iteratively summarise the
shape differences from all background BDTs. This can be considered in a follow-up study.

BDT

The final uncertainties on the shapes from the BDT reweighting, o,

before in Equation and are used in the limit calculation.

This approach of the BDT reweighting is not yet validated and it is not clear, if it covers
all uncertainties. The validation of this method has to be be considered in a follow-up study.
However, this approach is sensitive to the shape difference between the estimated backgrounds
and data. Therefore, it is expected to include a variety of uncertainties, e.g the ones arising
from b-tagging, the theoretical description of the simulated processes and the shape of the
multijet background.

, are calculated as
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Figure 9.4: Output distributions of the signal BDT trained for a Higgs boson signal with
myp = 125 GeV. The shape is varied by applying the BDT reweighting using the background
BDTs. The distributions are normalised to the same area. The background normalisations are
taken from fit described in Section[8.9 and are not affected by the variations. The orange band
in the ratio plot denotes the statistical uncertainty on the total background without variation.
The black line in the ratio shows the mazimum up-/down-variation, as described in the text.

Combination The systematic uncertainties on the shape from reconstruction and identifi-
cation and from the BDT reweighting are combined in a total shape uncertainty as

O_;shape _ \/(O.%reco)Q + (U?DT)Z‘ (915)

This uncertainty includes some double counting, since the uncertainties from reconstruction
and identification are at least partly included in the BDT reweighting. However, this shape
uncertainty is expected to be conservative and is taken to be the final shape uncertainty.

The shape uncertainty on the signal process is not considered so far.

0.4 Limits

The limits on the Higgs boson cross-section are calculated using the standard ATLAS proce-
dure with RooFit [72] as fitting algorithm and the CLg method [69] for limit extraction.

The CL;s method is based on profile likelihood ratios for the signal plus background (s+b)
and the background only (b) hypotheses [73]. From these test statistics the CL; is calculated
as

Ps+b
CLs = —— 9.16
s T ] % < q, ( )

where ps1p and p, are the probabilities of the data being described by the s+b- and the
b-hypotheses, respectively. By setting a = 5% a confidence level of CL = 1 — a = 95% for
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the upper limit of the signal hypothesis is defined. The divisor (1 — pp) in Equation was
introduced to make this limit save against excluding models where s < b [69].

The test statistics are derived by fitting the signal and the various backgrounds simultane-
ously to data in the signal-BDT output distributions. For each mass point from my = 110
to 135 GeV a dedicated fit is performed using the corresponding BDT output.

Various limits, (a) to (e), have been calculated, taking into account different uncertainties
for comparison:

(a) the statistical uncertainties, ogat of the signal and each background,;

(b) the total normalisation uncertainties, onerm, of the signal and each background, which
include oggat;

(c) the total normalisation uncertainties, onorm, and the shape uncertainty from the BDT
reweighting, o2P7T;

(d) the total normalisation uncertainties, oporm, and the shape uncertainty from reconstruc-
tion and identification, o°°;

(e) the total normalisation uncertainties, onorm, and the total shape uncertainty, oshape

In addition, the uncertainty on the luminosity, ojumi, is taken into account for each limit. The
uncertainties listed are taken to be uncorrelated and are fitted as nuisance parameters. Since
eight backgrounds are taken into account separately, 10 nuisance parameters are fitted in (a)
and (b) and 11 parameters in (c) to (e). The results for the expected and observed limits are
plotted in Fig. and listed in Table The shown results of the reference analysis [1] are
discussed in the next Section [3.5

Looking at the results one can see that the expected and the observed limits always agree
within errors. There is no significant deficit nor excess visible. The limits increase towards
higher masses. This is expected, since the branching ratio and the cross section for H — bb
drop in the high mass region.

When comparing the results (a) to (e) one can see, that by adding more systematic uncer-
tainties the expected limits rise, as expected. The observed limits do not follow this trend
strictly, but they always agree within uncertainties.

The limits for my = 120 GeV behave in an unexpected way, since they become smaller
when more systematic uncertainties are added. Further studies are needed to understand
this effect, e.g. by investigating the fit results of the nuisance parameters.

9.5 Comparison to the reference analysis

In the following the results derived above are compared to the results of the reference anal-
ysis [1], which uses a cut-based approach and the myj; distribution for the limit calculation.
The results are plotted in Fig. and listed in Table for both analyses.

The comparison of the results has to be done carefully, since there exist differences in the
two analyses. The most important is, that the reference analysis also includes the muon
channel. Therefore the number of expected signal and background events is about doubled
compared to the analysis presented here.

Other differences exist in the background estimation, done with dedicated control regions
and a sideband fit of the my distribution for certain backgrounds. Also the handling of the
systematic uncertainties is somewhat different. More parameters of the identification and
reconstruction are taken into account. On the other hand there is no need to estimate the
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(1) expected 95 % CL exclusion limits in o/ogy

my [GeV] | (a) (b) (¢) (d) (e) | Hbb paper
110 40 40 44 55 6.0 4.2
115 3.7 39 43 51 52 4.9
120 40 45 46 4.2 2.7 5.9
125 54 56 62 72 74 7.5
130 6.8 70 75 87 89 9.2
135 11.7 129 13.6 16.8 17.5

(1) observed 95 % CL exclusion limits in o/osm

my (GeV] | (&) (b)) () (d) (e) | Hbb paper

110 6.1 72 66 76 7.8 3.3
115 35 30 26 32 32 4.0
120 40 36 35 34 28 4.9
125 55 40 37 48 5.0 9.5
130 65 50 53 68 7.2 5.9

135 12.2 127 134 141 1438

Table 9.7: Expected (1) and observed (2) 95 % CL exclusion limits in multiples of the Higgs
boson cross-section as expected in the Standard Model as function of mg. The columns (a)
to (e) refer to the use of various uncertainties, as listed in the text. The final limit is taken
to be (e). The Hbb paper limits are taken from [1], include additionally the muon channel
and have different systematic uncertainties, see text.

shape uncertainty of the b-tagging variables, since only a defined cut on the MV1 distribution
is applied, for which the uncertainties are known [41].

Nevertheless, the analysis presented here provides limits on the Higgs boson cross-section
that are similar to those of the cut-based reference analysis [1], which uses about twice the
number of events. This allows to conclude, that the BDT-based approach is able to deliver
results with higher sensitivity than the cut-based one. This has to be validated after carefully
reconsidering all sources of systematic uncertainties for the BDT-based analysis.
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Figure 9.5: FEzpected and observed 95 % CL exclusion limits in multiples of the Higgs boson
cross-section as expected in the Standard Model as function of mg. Figs. (a) to (e) refer to
the use of various uncertainties, as listed in the text. The final limit is shown in (e).
Hbb paper limits (f) are taken from [1], include additionally the muon channel and have
different systematic uncertainties, see text.
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10 Summary

In this thesis the search for a Higgs boson in the WH — evbb channel was performed using
the data collected by the ATLAS experiment in 2011 at /s = 7 TeV. As a preliminary result
the sensitivity of the cut-based reference analysis [1], published by the ATLAS collaboration,
was exceeded by using Boosted Decision Trees (BDTSs) for the extraction of the signal. This
BDT-based analysis represents the first multivariate analysis of the W H — evbb channel in
the ATLAS collaboration.

First, a basic event selection was performed. The selection followed the procedure in
the cut-based analysis except for releasing some kinematic cuts. Instead, the corresponding
variables were used as input variables for the BDTs. The BDTs are expected to optimise
the selection based on the input variables. Additionally, by removing cuts more events were
preserved for the training of the BDTs.

The most important reducible background, the ¢t background, was investigated in detail.
The largest fraction of the ¢t background stems from fully leptonic decays, tt — WbWb —
Ivlvbb. They constitute about 66 % of the tf background. For large transverse momenta of
the reconstructed leptonically decaying W boson, p%v > 200 GeV, the fraction of the semi-
leptonic decays, tt — WbWb — qqlvbb, was found to be dominant. This is due to a large
fraction of c-quarks that are misidentified as b-jets. An algorithm specifically designed to
optimise the rejection of c-jets, JetFitterCombNNc, was used as input variable for the BDT's.

Other variables were evaluated regarding the separation of the signal from the leptonic and
the semi-leptonic ¢t backgrounds. Finally, a set of 13 variables that provide fair separation
were selected as input variables for the BDTs. The separation of individual variables was
seen to improve when taking correlations into account. Therefore, a multivariate approach
is expected to provide a higher sensitivity than a cut-based analysis.

Boosted Decision Trees were trained to extract the signal. For each boson mass in the
range from 110 to 135 GeV in 5 GeV steps, a dedicated signal BDT was trained. In addition,
background BDTs were trained to separate single backgrounds from all other backgrounds.

The normalisations of the dominant backgrounds, W+bb, tf and the multijet background,
were estimated from data. Their normalisation factors were fitted simultaneously in the
output distributions of the background BDTs to data. The other backgrounds, single-top,
diboson, W+-c¢, W +cé and W +light jets were normalised using Monte Carlo simulations.

The systematic uncertainties on the normalisations of the backgrounds and the signal were
estimated by a standard approach, varying parameters of the reconstruction and identifica-
tion of the final state objects. The resulting variations on the normalisations are taken as
systematic uncertainties. Also the shape uncertainties of the BDT output distributions were
estimated by this approach.

In addition, a novel technique was developed to estimate the shape uncertainties of the BDT
outputs: by training the background BDTs the individual backgrounds are enriched in control
regions within the nominal event selection. By reweighting the shape of the total background
to data in these distributions the shape difference to data for each background is estimated.
The systematic uncertainty derived by this technique is expected to cover uncertainties that
cannot be estimated using the standard approach. This has to be validated in a follow-up
study.
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82 10 SUMMARY

Finally, limits on the Standard Model Higgs boson cross section were calculated. This was
done by fitting the backgrounds and the signal in the output distributions of the signal BDT's
to data. In this fit the systematic uncertainties were treated as nuisance parameters. The
limits were extracted using the CLs method [69].

For the electron channel, WH — evbb, an expected 95 % CL exclusion limit of 7.4 times
the expected cross section for a Standard Model Higgs boson with mg = 125 GeV was
calculated. The corresponding result of the cut-based reference analysis is 7.5 including the
muon channel [1].

Simplifications had to be done to fit a full analysis from event selection to limit calculation
into the timescale of this thesis. Nonetheless, the significance of the cut-based analysis was
exceeded and the potential of a BDT-based approach was shown. This preliminary result has
to be validated by carefully re-checking the systematic uncertainties related to the BDT-based
analysis.

This thesis sets the starting point for a more sophisticated multivariate analysis, including
the muon channel and the associated production with a Z boson for the data collected by the
ATLAS experiment in 2011 and 2012. Novel techniques were developed for the estimation
of the background normalisations and the systematic uncertainties. These techniques are
promising, but yet have to be validated in further studies.
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with various masses. The backgrounds are normalised using the fit described in Section 8.3
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are normalised using Monte Carlo simulation. The signal distribution is scaled by a factor
20.
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Figure A.6: Output distributions of the signal BDTs trained for the Higgs boson signal with
various masses. The shape is varied by applying the BDT reweighting using the background
BDTs. The distributions are normalised to the same area. The background normalisations are
taken from fit described in Section[8.4 and are not affected by the variations. The orange band
in the ratio plot denotes the statistical uncertainty on the total background without variation.
The black line in the ratio shows the sum of squares of the uncertainties, as described in the

text.
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